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A B S T R A C T

A novel aerodynamic-whistle-based ultrasonic tone generator is proposed that has the potential to serve as a bat deterrent when installed on wind turbine rotor 
blades. The device uses blade-relative flow to excite resonance in cavities that are geometrically tailored to generate tones at the desired ultrasonic frequencies. 
A comprehensive experimental and numerical study is presented wherein two such deterrent designs are investigated. Experiments are performed in an anechoic 
wind tunnel where the deterrents are mounted on a blade section with the NACA 0012 profile. Measurements show that the deterrents produce the desired tonal 
spectrum when the tunnel flow speed exceeds a threshold value. There is also a maximum flow speed above which the deterrents do not generate tones. Variations 
with flow speed and blade angle of attack are investigated. Acoustic beamforming is used for source localization with partial success.

The compressible unsteady Reynolds-averaged Navier-Stokes equations are solved with the SST 𝑘 −𝜔 turbulence model to simulate the aeroacoustics of the deterrents. 
Two-dimensional simulations capture the tonal frequencies and the trends with flow speed and blade angle of attack observed in the experiments. Three-dimensional 
simulations are performed with span-periodic boundaries for two deterrent configurations – one with one resonator modeled and another with two resonators 
modeled. The flow unsteadiness is higher in the two-resonator configuration; however, the unsteady pressures in the two resonators are nearly out of phase. The 
Ffowcs Williams-Hawkings acoustic analogy is used to compute far-field acoustics. The simulations capture the tonal sound pressure levels at the fundamental 
frequency and the second harmonic.
1. Introduction

The US has an installed wind capacity of 140 GW (6% of its total 
electric supply). The national goal is 40% wind-based electricity, with 
a projected annual expansion of 66 GW per year over the next decade. 
This growth will partially be propelled by enhancements in turbine and 
wind farm design (e.g., [1,2]) that are enabled by novel numerical tech-

niques such as [3–7]. However, achieving this tremendous growth of 
wind as a truly clean and renewable energy resource requires address-

ing its adverse ecological impacts, particularly on bats.

Wind energy is one of the largest sources of anthropogenic mortality 
in bats [8,9] and is considered one of the largest sources of direct mor-

tality for some bat species [10]. Estimates of annual turbine-related bat 
fatalities are in the hundreds of thousands [11,12], and annual bat fatal-

ity per wind turbine can be as high as fifty [13,14], although site-to-site 
variability in fatality rate is quite large. Combined with significant ex-

isting environmental risks that bats face, such as White-nose Syndrome, 
which has led to the death of over 5 million bats in eastern North Amer-

ica since its identification in New York in 2006 [15], wind-related bat 
mortality is driving certain species towards extinction [16–18].

Multiple strategies are currently being pursued to mitigate bat fatali-

ties at wind turbines. These strategies encompass: a) operational mitiga-

* Corresponding author.

tion [19–21], involving the reduction of power generation at low wind 
speeds, and b) deterring bats from wind farms using ultrasonic deter-

rents [20,22,23], ultraviolet lights [24], and/or application of textured 
paints on turbine towers [25]. A big drawback of operational mitigation 
is the reduced energy capture due to power curtailment at low wind 
speeds, which can render it cost-prohibitive in many circumstances. 
Therefore, few companies implement this strategy unless mandated by 
local rules and regulations. In contrast, bat deterrence technologies do 
not necessitate curtailment and represent an efficient alternative. Ini-

tial trials of such deterrents have shown promise [20]; however, their 
long-term efficacy still requires conclusive validation. Combinations of 
different technologies, such as curtailment and ultrasonic deterrents, 
have also been explored [26].

Bats navigate and forage using echolocation at ultrasonic frequen-

cies. Consequently, they avoid regions where their echolocation signals 
are jammed or overwhelmed by high-amplitude ultrasound. Schirma-

cher [27] showed that the deterrence signal need not be broadband; 
a tonal spectrum also provides bat deterrence capability. Compared to 
broadband, a tonal signal/spectrum concentrates its acoustic energy into 
select frequencies, allowing for the augmentation of the intensity of 
these tones and enabling a longer range. Also, deterrents that gener-

ate a tonal spectrum require less power and are a plausible choice for 
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“passive” operation. By passive operation, we imply that the deterrent 
is driven by blade-relative airflow and does not require any external 
power source (e.g., electricity or compressed air).

Currently employed ultrasonic deterrents utilize electromechanical 
transducer-driven speakers, as described in Horn et al. [28], to produce 
ultrasound. The Bat Deterrent System (BDS) developed by NRG Systems 
[27] is an example of such a deterrent. One unit of the NRG BDS consists 
of six sub-arrays, each generating ultrasonic tones at prescribed frequen-

cies via multiple transducers. Such a unit can generate tones distributed 
between 20 kHz to 50 kHz, which covers the echolocation frequencies 
of most bat species in the USA. Schirmacher [27] verified the six-tone 
BDS to be effective in reducing bat fatality. In their field study, Weaver 
et al. [23] found that ultrasonic deterrents significantly reduced fatali-

ties in certain bat species.

The electromechanical ultrasonic deterrents have the following limi-

tations: a) they rely on external power, constraining their possible place-

ment to the turbine nacelle and tower, b) maintenance challenges arise 
due to susceptibility to rain/water damage, leading to increased oper-

ational costs, and c) atmospheric absorption prevents the deterrence 
signal (ultrasound) from reaching the blade tips, rendering them ineffec-

tive in regions with elevated bat fatality risks resulting from high blade 
speeds.

Aerodynamic ultrasonic deterrents have also been pursued. Romano 
et al. [22] tested a device in which compressed air was accelerated in a 
converging-diverging nozzle and ejected as a supersonic jet. The turbu-

lence in the jet shear layer generates broadband noise in the ultrasonic 
frequency range (20 −100 kHz). Aerodynamic whistling, or flow-excited 
resonance, is an effective way of generating tonal (ultra)sound. An 
aerodynamic whistle is a self-sustaining oscillator that generates high-

amplitude acoustic tones [29]. The feedback mechanism is the essence of 
aerodynamic whistles. Based on the feedback mechanism, Chanaud [29]

classified aerodynamic whistles into three categories. In Class I whistles, 
the flow instability provides the feedback directly, whereas the feedback 
is provided by the sound generator in Class II whistles, and by the res-

onator/sound reflector in Class III whistles. Flow-excited resonance is 
widely observed in nature. A notable illustration of this occurs when a 
fluid jet moves through a confined area (hole), similar to how humans 
whistle by directing air through the small gap formed by their lips. This 
produces what is known as “hole tones,” where the mouth’s cavity func-

tions as a Helmholtz resonator [30]. Our ability to modify the whistling 
frequency by altering the shape of the mouth cavity has been experi-

mentally investigated by [31].

Flow over a cavity is also a common source of aerodynamically gen-

erated sound/noise. Cavity noise can be classified as either a Class II 
or a Class III whistle. Gloerfelt [32] identified the possible mechanisms 
of cavity noise to be: (i) Rossiter modes [33], which occur because of 
the feedback from the acoustic waves generated when the free shear 
layer over the cavity interacts with its downstream edge, (ii) Helmholtz 
resonance due to the compressibility of the fluid in the cavity, and 
(iii) standing-wave resonance in the cavity (depth, longitudinal and 
spanwise modes). Rossiter modes are associated with Class II whistles, 
while Helmholtz resonance and standing-wave resonance are Class III 
whistles. Multiple resonance mechanisms co-exist in some cases, e.g., 
Helmholtz resonance can exist simultaneously with standing wave res-

onance in a cavity [34].

While typically used to generate human-audible sound, aerodynamic 
whistles can be tailored to generate ultrasound [36]. The advantages 
of aerodynamic-whistle-based ultrasonic deterrents include design sim-

plicity (no moving parts), low cost, and the potential for generating 
high-amplitude ultrasound with minimal power (in terms of air supply) 
requirements.

In this work, we investigate aerodynamic-whistle-based passive ul-

trasonic bat deterrents for wind turbines. These deterrents are intended 
to be mounted on turbine blades and use the blade-relative air flow 
to excite resonance and generate tones at ultrasonic frequencies. In 
2

contrast, “active” aerodynamic whistles require a compressed air sup-
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ply; we have investigated active aerodynamic whistles in prior works 
[37,35,38]. Besides the ability to operate passively using blade-relative 
airflow, another key advantage of blade-mounted deterrents is that they 
are located at/near the source of bat fatalities [39,40], minimizing the 
distance the signal (ultrasound) produced by the deterrents has to travel. 
This is advantageous because atmospheric absorption heavily attenu-

ates high frequencies. Modern utility-scale wind turbine rotor blades 
are reaching lengths upward of 120 m. It is nearly impossible for high 
ultrasonic frequencies to travel such distances and protect the blade tips 
from deterrents mounted on the turbine nacelle/hub.

Two passive whistle designs targeting fundamental frequencies 20
kHz and 10 kHz are designed, prototyped, and investigated. The onset 
flow speed for cavity oscillations in the resonators is not know a priori. 
The 20 kHz resonator, being smaller, is expected to have a higher onset 
flow speed (see [41]). The 10 kHz design is a risk mitigation measure 
– to ensure that resonance is observed in the measurements given the 
speed limitation of the wind tunnel (described in Section 3.1).

Systematic numerical and experimental analyses are carried out to 
quantify the acoustic performance of the whistles, assess the impact of 
the whistles on the aerodynamic performance of the blade section where 
they are mounted, and identify the sound generation mechanisms. The 
experiments are conducted in the Virginia Tech Stability Wind Tunnel in 
its hemi-anechoic configuration. The measurements show that the pas-

sive whistle deterrent can readily generate the desired frequency spec-

trum under typical operating conditions of utility-scale wind turbines. 
Numerical predictions of the radiated sound are obtained by coupling 
the near-field computational fluid dynamics solution with an acoustic 
analogy. Based on our experimental and numerical results, the proposed 
deterrent design has the potential for future field deployment.

2. Passive whistle design

The passive whistle is an adaptation of the active whistle described 
in [35]. Figure 1a shows a computer model of the active whistle. In the 
active whistle, compressed air is forced into a channel where it passes 
over two identical resonating chambers facing each other. Zeng and 
Sharma [35] showed that Helmholtz resonance dominates sound gener-

ation and the two resonators oscillate out-of-phase, nearly canceling the 
sound radiation at the fundamental frequency (𝑓𝑅) of a single resonator 
and the odd harmonics (3 ×𝑓𝑅, 5 ×𝑓𝑅, …). Sound radiation is therefore 
limited to the even harmonics (2 × 𝑓𝑅, 4 × 𝑓𝑅, …) of the fundamental 
frequency.

The passive whistle is designed to be embedded into the airfoil 
(Fig. 1b) or on a sleeve that can be attached to the airfoil (Fig. 2c). 
The resonating chamber in the passive whistle is similar to that in the 
active whistle, but it is exposed directly to the external flow over the 
airfoil rather than being confined to a channel. There is no “opposing” 
resonator to provide an out-of-phase signal and cancel out the odd har-

monics. Since the fundamental tone is not canceled, the geometry of the 
chamber has to be scaled to ensure ultrasonic radiation, i.e., the fun-

damental frequency of the resonator has to be increased to lie in the 
ultrasonic range. This leads to a reduction in resonator size. The key 
geometric parameters of the passive whistle are shown in Fig. 1c.

2.1. Designs for wind tunnel testing

Two passive whistle designs are developed for experimental evalu-

ation: (1) a high-frequency (HF) design and (2) a low-frequency (LF) 
design. Table 1 lists the design parameters for the two passive whistle 
configurations and theoretical estimates of their Helmholtz resonance 
frequencies. Note that the fundamental tone of the LF design is in the 
human-audible frequency range and, hence, does not qualify as an ul-

trasonic whistle/deterrent. The whistles are located at 4% chord down-

stream of the blade leading edge and are oriented such that the openings 

of the resonating chambers are aligned with the local airfoil surface. The 
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Fig. 1. Computer drawings of the active and passive whistle designs: (a) active whistle design of Zeng and Sharma [35], and (b) the proposed passive whistle 
embedded in an airfoil near its leading. The geometry of the resonator in the passive whistle is borrowed from the active whistle. The key design parameters of the 
passive whistle are shown in panel (c); 𝐴chamber is the area of the resonating chamber.

Table 1

The design parameters for the two passive whistles that are experimentally evaluated. Theo-

retical estimates of the Helmholtz resonance frequency (𝑓𝑅) are also listed for each design. 
Appendix B of [35] explains how 𝑓𝑅 is estimated.

Configuration 𝐷chamber [mm] 𝑅chamber [𝑚𝑚] 𝑂 [mm] 𝐴chamber [mm2] 𝑓𝑅 (kHz)

High frequency (HF) 2.24 0.96 0.96 3.482 29.0

Low frequency (LF) 5.60 2.40 2.40 21.39 11.7

Fig. 2. A computer model of the passive deterrent design: (a) whistles engraved on a sleeve, (b) a zoomed view of the resonating cavities (whistles), and (c) the 
sleeve fitted on the nose of a blade formed by extruding the NACA 0012 airfoil.
deterrent is formed by repeating these whistles along the span of the 
blade (Fig. 2).

For the prototypes tested in the Virginia Tech Stability Tunnel (fa-

cility description in Section 3.1), the deterrent is engraved on a thin 
“sleeve” that wraps around the leading edge of the blade model. The de-

terrents can be directly engraved on the blade, but the sleeve approach 
was chosen to allow the testing of multiple deterrents on the same base-

line blade model. The drag force assists in keeping the sleeve/prototype 
attached to the blade, which minimizes the risk of the prototype tearing 
off the blade and damaging the wind tunnel. The leading-edge geome-

try of the sleeve is obtained by normal extrusion of the original airfoil 
shape with tapering at the edges to ensure a smooth transition to the 
baseline blade geometry. Figure 2c demonstrates the sleeve design and 
how it fits the blade at the leading edge.

For use on existing wind turbine blades, where engraving the deter-

rents on the blades would be expensive and risky, and having a sleeve 
that goes around the leading edge can be costly and might adversely im-

pact the blade’s aerodynamic performance, the following approach can 
be taken. The deterrents can be 3D printed on a small substrate that fol-

lows the local blade surface contour, and the substrate can be glued or 
fastened to the blade.

Figure 3 shows the deterrent prototypes fabricated via 3D printing 
using acrylic. One row with 48 resonator slots was printed on both sides 
of the sleeve (corresponding to the suction and pressure sides of the 
blade). Each resonating cavity is 5 mm long in the span direction for the 
HF design and 7 mm long for the LF design, with a 1 mm gap between 
adjacent cavities. This design approach was chosen over a single cavity 
3

spanning the entire length of the deterrent to prevent spanwise flow 
and to avoid additional, low-frequency resonant modes corresponding 
to standing waves in the span direction.

Figure 3b shows the resonator cavities engraved on the sleeve. The 
sleeve is designed to fit the blade model in the Virginia Tech Stability 
Wind Tunnel (see Fig. 4a). Due to the limitation of the 3D printer, each 
passive deterrent was printed in four parts (two with resonator slots 
engraved on them and two tapered ends), which were later assembled 
before mounting on the blade model in the wind tunnel. The 3D printed 
parts were hand polished using 2000-grit sandpaper for a smooth surface 
finish.

3. Methods

3.1. Experimental methodology

Experiments were conducted in the Virginia Tech Stability Wind 
Tunnel to evaluate the acoustic performance of the passive deterrents. 
The wind tunnel has a 1.83 m × 1.83 m test section and was set up in its 
hemi-anechoic configuration (see Fig. 4a). The port wall of the facility is 
made of a single layer of tensioned Kevlar fabric backed by an anechoic 
chamber. The starboard wall is a flat, non-porous aluminum wall on 
which the array is mounted. The test section’s floor and ceiling upstream 
and downstream of the blade model are acoustically treated. The blade 
is mounted at the center of the test section, and the deterrent (marked 
as “LE Device” in Fig. 4a) is mounted at the mid span of the blade. The 
airfoil used in these experiments is two-dimensional, extended 1.83 m 
from the floor to the ceiling of the test section, and is constructed with 

fiberglass. The two-dimensional airfoil follows a nominal NACA 0012 
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Fig. 3. A 3D printed passive deterrent on a sleeve. The deterrent is printed in four parts due to the size limitation of the 3D printer. (a) A zoomed view of the 
resonating cavities (resonators), and (b) the assembled sleeve with the resonators engraved in it.

Fig. 4. Experimental setup in the Virginia Tech Stability Wind Tunnel. (a) A blade section (extruded NACA 0012 airfoil is used here) is mounted in the middle of 
the anechoic test section. The passive bat deterrent (labeled ‘LE Device’) is installed on the blade’s leading edge. An array of microphones is mounted flush with 
the starboard wall to measure the radiated ultrasound and to locate its source via beamforming. The port wall is formed with tensioned Kevlar, which allows the 
acoustic waves to radiate out while retaining the flow in the tunnel. (b) The 120-channel high-frequency microphone array for measuring radiated ultrasound.
profile with a 914 mm chord length. The Stability Tunnel can operate 
at freestream speeds up to 80 m/s but was limited to 60 m/s for this 
experiment. The maximum blade tip speed for land-based utility-scale 
wind turbines has historically been limited to be in the range 75 − 80
m/s [42]. Hence, a 60 m/s blade speed would occur at a normalized 
radius, 𝑟∕𝑟tip between 0.75 and 0.8 for such a turbine operating at its 
design point.

The sound signal generated by the deterrent is measured using a 
120-channel high-frequency microphone array (Fig. 4b). The array is 
mounted on the starboard side of the test section in individual sockets 
which hold the microphones behind wire mesh coverings flush with the 
tunnel wall. This array comprises microphones arranged in logarithmic 
spirals with a maximum aperture of 0.5 m. The array employs GRAS 
46BD-FV microphones with a frequency response between 5 kHz to 70
kHz within ±2 dB. Szoke et al. [43] provides a complete description of 
this array.

3.2. Measured data processing

Data is acquired for 32 seconds for each microphone in the array at 
a 374.4 kHz sampling rate. The cross-spectral matrix is obtained using a 
signal length of 14, 976 samples with a 50% overlap rate and a Hanning 
window. Acoustic maps are generated using conventional delay and sum 
beamforming with convection and atmospheric attenuation corrections. 
4

Integrated spectra are produced by integrating an area 0.643 m × 0.592
m in the streamwise and vertical directions respectively, centered about 
the mid-span of the airfoil leading edge. The deterrent is located at a 
streamwise distance of 0.0415 m upstream from the center of the mi-

crophone array, centered at the mid-span of the airfoil, and between 
spanwise locations −0.148 m and 0.148 m. The airfoil, lying along the 
centerline of the test section, is at a distance of 0.92 m from the plane 
of the microphone array.

The beamform integrated spectra show multiple equispaced (in fre-

quency) pure tones above the relatively broad peaks at the harmonics 
of the resonance frequency of the deterrents (see Fig. 23). Appendix A

presents a plausible explanation for the existence of these unexpected 
tones. We hypothesize that these tones are an artifact of measuring 
sound in the semi-anechoic (as opposed to fully anechoic) configura-

tion of the wind tunnel; the side wall on which the microphone array 
is mounted is an acoustically reflecting surface. To remove these artifi-

cial tones, we convolve the data via a Gaussian filter with a half-width 
of 150 Hz and present only the filtered results in the paper.

3.3. Numerical methodology

Computational aeroacoustics (CAA) simulations use a two-step pro-

cess wherein the acoustic sources are first obtained via unsteady com-

putational fluid dynamics (CFD) simulations. The radiated acoustic 
intensity and directivity are subsequently computed via the Ffowcs 

Williams-Hawkings acoustic analogy. We use the STAR-CCM+ software 
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for the simulations. The numerical results supplement the radiating 
farfield acoustic measurements with near-field flow and acoustics in-

formation to enable a comprehensive understanding of the flow and 
acoustic mechanisms involved. The simulations are performed in two 
and three spatial dimensions. The two-dimensional (2-D) simulations 
are used to study the acoustic performance of different resonator sizes 
at different freestream flow speeds (𝑉∞) and angles of attack (𝛼). The 
three-dimensional (3-D) simulations are used for (a) verification with ex-

periments, (b) investigating the interaction between adjacent resonators 
in a deterrent, and (c) predicting the directivity of the radiating acoustic 
field.

Fluid flow is governed by the conservation of mass, momentum, 
and energy equations. This system of equations with an equation of 
state is called the Navier-Stokes (N-S) equations. We solve the un-

steady Reynolds-averaged Navier-Stokes (uRANS) equations, obtained 
by short-time, density-weighted (Favre) averaging the Navier-Stokes 
equations. Favre averaging results in unresolved turbulence (closure) 
terms, which are modeled using a turbulence closure model. A 𝑘 − 𝜔
turbulence model is used in this work wherein transport equations for 
the turbulence kinetic energy (𝑘) and specific dissipation rate (𝜔) are 
solved with appropriately tuned production and dissipation terms.

The density-weighted, short-time averaged N-S equations are
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and the dissipation function Φ̄ can be written as
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In the above, the overline ( ̄ ) denotes short-time-averaging and the 
tilde ( ̃ ) represents density-weighted, time-averaging. The superscript 
(′′) refers to the fluctuation of the mass-averaged variables. To close the 
system of equations, the Reynolds stress tensor −𝜌𝑢′′

𝑖
𝑢′′
𝑗

and some other 

terms (e.g., 𝜕(𝜌𝑢′′
𝑗
𝑇 ′′)∕𝜕𝑥𝑗 ) have to be modeled. In this research, the 

shear stress transport (SST) 𝑘 −𝜔 model of Menter [44] is used.

3.3.1. Acoustic prediction

The Ffowcs Williams-Hawkings (FW-H) acoustic analogy is used to 
predict acoustic propagation to the farfield from the near-field time-

resolved flow data obtained from CFD. The FW-H formulation can be 
expressed in the following differential form.(
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𝑇𝑖𝑗 = 𝜌𝑢𝑖𝑢𝑗 + 𝑃𝑖𝑗 − 𝑐2𝑜 𝜌
′𝛿𝑖𝑗 ,
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𝐹𝑖 = (𝑃𝑖𝑗 + 𝜌𝑢𝑖(𝑢𝑗 − 𝑣𝑗 ))𝜕𝑓∕𝜕𝑥𝑗 , and (7)
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Fig. 5. The integration (Kirchoff) surface used in the present work to predict 
farfield acoustics using the FW-H acoustic analogy.

Table 2

Test matrix to evaluate the passive ultrasonic deter-

rents. The baseline blade (Base) is the NACA 0012 
model without any deterrent installed; the HF and 
LF are the deterrent configurations from Table 1. The 
chord-based Reynolds number (𝑅𝑒𝑐) varies with the 
freestream flow speed (𝑉∞).

𝑉∞ [m/s] 𝛼 [deg] Configuration 𝑅𝑒𝑐 (×106)

30 0 Base, LF 1.67

35 0 Base, LF 1.94

40 0 Base, LF 2.22

45 0 Base, LF 2.50

50 0 Base, LF 2.75

55 0 Base, HF, LF 3.02

60 0, 2, 4 Base, HF, LF 3.27

𝑄 = (𝜌𝑜𝑣𝑖 + 𝜌(𝑢𝑖 − 𝑣𝑖))𝜕𝑓∕𝜕𝑥𝑗 .

𝑃𝑖𝑗 is the compressive stress tensor, 𝑓 is the function that describes the 
integration surface, and 𝐻(𝑓 ) is the Heaviside function. Integration of 
Eq. (6) results in an unsteady mass addition (monopole) term corre-

sponding to 𝑄, an unsteady force (dipole) term corresponding to 𝐹𝑖 , and 
an unsteady volume (quadrupole) term corresponding to 𝑇𝑖𝑗 . The flow 
speed is small in the simulations presented here, and the volume integral 
term corresponding to 𝑇𝑖𝑗 can be ignored. Therefore, only the surface 
integrals are required to be computed. The surface used for acoustic pre-

diction using such an acoustic analogy is often called a Kirchoff surface. 
A “porous” Kirchoff surface enclosing the acoustic sources is used here 
that allows flow to pass through. Figure 5 shows the Kirchoff surface 
used in the current predictions.

Atmospheric absorption Atmospheric absorption effects on sound prop-

agation must be accounted for in the numerical predictions to compare 
with experimental measurements. The atmospheric absorption coeffi-

cients are calculated using the ANSI standard [45,46] for the tonal 
frequencies in the predicted spectra with the temperature, relative hu-

midity, and pressure set as 293 K, 50% and 1 atm, respectively.

4. Experimental measurements

The baseline blade uses the NACA 0012 profile that is extruded along 
the span. The two deterrent configurations, HF and LF (see Table 1), and 
the baseline blade were tested in the Virginia Tech Stability Wind Tunnel 
to characterize the acoustic performance of the deterrents for varying 
freestream flow velocity (𝑉∞) and blade angle of attack (𝛼). The full test 

matrix is provided in Table 2.
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Fig. 6. Spectrograms of acoustic pressure for the HF deterrent measured by the center microphone of the phased array over a long time (a) and over a short time (b). 
Steady acoustic radiation is observed. Operating conditions: 𝑉∞ = 60 m/s and 𝛼 = 0◦.

Fig. 7. Variation with flow speed (𝑉∞) of the filtered SPL spectra for the (a) HF deterrent and the (b) LF deterrent. The gray line in panel (a) is the filtered spectrum 
of the acoustic radiation from the baseline blade without any deterrent installed. Filtering broadens the spectral peaks and makes the tonal SPL values look lower 
than they are.
Figure 6 plots the spectrogram of acoustic radiation from the HF 
deterrent at 𝑉∞ = 60 m/s and 𝛼 = 0◦. The signal is acoustic pressure 
measured at the center of the microphone array. Steady tones are ob-

served at ∼ 24 and 48 kHz. No deterministic modulation in frequency 
or amplitude is observed.

4.1. Variation with flow speed

Figure 7 plots the filtered sound pressure spectra at different flow 
speeds (𝑉∞) for the HF and LF deterrents. The spectra are shown only 
for selected values of 𝑉∞. The deterrents do not produce sound below a 
critical flow speed, which is deterrent-specific. This critical (minimum) 
speed is called the ‘onset’ speed. The onset flow speed is a function of 
the geometry (size) of the resonator, with the larger resonator having a 
smaller 𝑉∞,min. These observations are consistent with prior experiments 
[41,47,48]. The onset speeds for the HF and LF deterrents are between 
55 − 60 m/s and 30 − 35 m/s, respectively (see Fig. 7).

Beyond the onset speed, the HF deterrent generates a high-amplitude 
tone at the fundamental frequency of 23.8 kHz and the second harmonic 
at 47.6 kHz. Higher harmonics likely exist, but the microphones do not 
capture sound above 60 kHz. The noise radiation from the baseline blade 
(no deterrent) at 𝑉∞ = 60 m/s is shown in gray in Fig. 7a. Other than the 
tones at the fundamental and the second harmonic of the HF resonators, 
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the radiated acoustic spectrum with the deterrent installed follows that 
of the baseline blade, suggesting that the sleeve used to mount the de-

terrents does not introduce significant additional noise.

No radiation is observed at 𝑉∞ = 30 m/s (which is below the on-

set speed) for the LF deterrent. At 𝑉∞ = 35 m/s, the fundamental tone 
for the LF deterrent (∼ 10.8 kHz) and several higher harmonics are 
observed. There is also discernible acoustic radiation at this 𝑉∞ in a 
sub-harmonic of the fundamental, at around 5.6 kHz. As 𝑉∞ increases 
to 60 m/s, the sub-harmonic tone subsides, and the spectrum shows 
prominent tones at the fundamental and higher harmonics.

4.2. Variation with angle of attack

The angle of attack is varied by pitching the blade about the quarter-

chord line. Figure 8 plots the SPL spectra of the HF and LF deterrents 
for three angles of attack, 𝛼 = 0◦, 2◦, and 4◦. It should be noted that 𝛼
is defined for the blade; the resonators are engraved on both sides of the 
sleeve that wraps around the leading edge of the blade. Hence, one set of 
resonators is on the suction side while the other is on the pressure side of 
the blade. The acoustic array is on the Starboard side of the tunnel. As 𝛼
increases, the blade leading edge is tilted towards the microphone array. 
Blade pitching, therefore, affects not only the aerodynamics but also the 
distance and the angle between the acoustic source (deterrent) and the 
microphone array. On average, the increase in 𝛼 from 0◦ to 4◦ increases 
the radiated acoustic intensity. This is due to the increase in local flow 

speed due to the acceleration of the flow around the airfoil leading edge 
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Fig. 8. Variation with blade angle of attack (𝛼) of the filtered SPL spectra for the (a) HF deterrent and the (b) LF deterrent, at 𝑉∞ = 60 m/s.

Fig. 9. Beamform maps at two frequencies around the fundamental frequency of the LF deterrent superimposed on the planform of the airfoil (gray box). The black 
rectangle shows the integration region used to obtain the acoustic spectra. 𝑉 = 60 m/s and 𝛼 = 0◦.
∞

on the suction side of the blade with increasing 𝛼. There is also a small 
increase (< 0.3 kHz) in the peak frequency for the HF deterrent with 
increasing 𝛼. This is consistent with the numerical results presented in 
Section 5.2; see Fig. 16, which shows an increase in the fundamental 
resonance frequency with flow speed.

For the LF deterrent, increasing 𝛼 leads to the generation of non-

harmonic tones. Even after filtering, several peaks are observed around 
the broad spectral peaks at harmonics of the resonance frequency (see 
Fig. 8b). While the trend of increasing acoustic intensity with 𝛼 is ap-

parent, the frequency shift is difficult to ascertain for the LF deterrent 
due to the several additional peaks that vary with the size of the Gaus-

sian filter used. The measurements show that both deterrents generate 
tones at the desired frequencies for the three 𝛼 values considered.

4.3. Beamform maps

Beamform maps provide a visual illustration of the physical location 
of acoustic sources. The beamform maps are computed using 1/12th 
octave band spectra to reduce uncertainty. Figure 9 shows the beamform 
maps for the LF deterrent at 𝑉∞ = 60 m/s and 𝛼 = 0◦. Two maps are 
shown with center frequencies 10.6 kHz and 11.2 kHz; the fundamental 
frequency of the resonators in the LF deterrent is ∼ 10.8 kHz. At 10.6
kHz, the map shows three point sources, one near the center and two at 
the span ends of the deterrent (Fig. 9a). At 11.2 kHz frequency, the map 
shows a strong source across the span of the deterrent. The deterrent is 
much louder (at least 10 dB) than the noise produced by the airfoil and 
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the tunnel at these frequencies. Therefore, the only acoustic sources in 
the maps are at the deterrent location. Similar results were observed at 
higher 𝛼 for the LF deterrent.

The beamform maps for the HF deterrent (Fig. 10) do not show 
a clear source location, which was unexpected because the integrated 
spectra (see Figs. 7a and 8a) show clear tones at the harmonics of the 
resonance frequency. Appendix B explains why the acoustic source lo-

cations are not accurately identified in the beamform maps, particularly 
for the HF deterrent.

5. Computational results

Numerical simulations are performed to supplement the measure-

ments. The baseline blade and the HF deterrent are simulated. Two-

dimensional (2-D) simulations are performed first to assess the impact 
of the deterrent on the aerodynamic performance of the blade/airfoil. 
The 2-D simulations are also used to evaluate the acoustic performance 
of the passive whistle; their results are compared qualitatively with mea-

surements. While acoustic radiation is a 3-D phenomenon, (ultra)sound 
generation in the passive whistles is primarily two-dimensional; 3-D ef-

fects on acoustic sources are investigated in Section 5.3. Appendix C

summarizes the results of a mesh sensitivity study to identify the opti-

mum mesh spacing and time step for the simulations; the baseline mesh 
(see Appendix C) and Δ𝑡 = 2.5𝐸 − 07 are used for the simulations.

Two-dimensional simulations are performed over a range of free-

stream flow speeds (𝑉∞), corresponding to the blade speed in the outer 
50% of a typical utility-scale wind turbine rotor. Variation with airfoil 

angle of attack (𝛼) is also evaluated. Three-dimensional CAA simula-
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Fig. 10. Beamform maps around the fundamental frequency of the HF deterrent superimposed on the planform of the airfoil (gray box). The black rectangle shows 
the integration region used to obtain the acoustic spectra. 𝑉∞ = 60 m/s and 𝛼 = 0◦.

Fig. 11. The computational mesh used for the 2D simulations. (a) The full computational domain, and (b) a zoomed view of the mesh inside and around the resonating 
cavity.
tions are then performed to (a) quantitatively compare against acoustic 
measurements made in the Virginia Tech Stability Wind Tunnel, (b) in-

vestigate the three-dimensional aerodynamic and acoustic interactions 
between adjacent resonators in the passive deterrents, and (c) assess the 
directivity of the radiated ultrasound.

We first present the 2-D results. Figure 11a shows the computational 
domain, the mesh, and the boundary conditions used for the simulations. 
Figure 11b shows a zoomed view of the mesh inside and around the 
resonating cavity. The resonator is only placed on the suction side of 
the airfoil (at 4% chord) to reduce the mesh size and the computational 
cost. Freestream Mach number, flow direction, and stagnation pressure 
and temperature are specified at the inlet boundaries. Static pressure at 
the outlet boundary is set to atmospheric pressure. The airfoil surface is 
treated as a no-slip, adiabatic wall.

5.1. Aerodynamic performance

The aerodynamic influence of the deterrent on the blade is evaluated 
by comparing the airfoil polars between the baseline and the deterrent 
configurations. The baseline is the NACA 0012 airfoil, and the HF res-

onator is used for the deterrent.

Figure 12 compares the lift and drag coefficients (𝑐𝑙 and 𝑐𝑑 respec-

tively) and the lift-to-drag ratio (𝑐𝑙∕𝑐𝑑 ) between the baseline blade and 
the deterrent configurations. Also plotted are XFOIL [49] predictions 
for reference. At small 𝛼, the CFD predictions are in good agreement 
with XFOIL and there is negligible impact on the aerodynamic perfor-
8

mance of the blade because of the deterrent. For larger 𝛼 (> 8◦), CFD 
predicts a higher drag value for the baseline blade than XFOIL. At these 
high 𝛼 values, the boundary layer is thick near the airfoil’s trailing edge 
and may also be partially separated. Since the objective of this study 
is ultrasound generation by the passive deterrents, which are mounted 
near the airfoil leading edge, the mesh is coarsened towards the airfoil 
trailing edge to save computational time. This could be a reason for the 
overprediction of drag (𝑐𝑑 ) and the underprediction of 𝑐𝑙∕𝑐𝑑 in CFD. 
The accuracy of XFOIL is also questionable at high 𝛼 when separated 
flow can occur near the trailing edge. Nevertheless, the CFD predictions 
show little impact of the deterrent on the aerodynamic performance of 
the airfoil/blade over the range of 𝛼 tested.

Figure 13 plots the distributions of coefficients of pressure and skin 
friction (𝑐𝑝 and 𝑐𝑓 respectively) on the airfoil surface at 𝛼 = 8.5◦, where 
𝑐𝑙∕𝑐𝑑 is maximum. Wind turbine rotor blades operate at 𝛼 corresponding 
to max(𝑐𝑙∕𝑐𝑑 ) at the design point. CFD and XFOIL results are in good 
agreement. Moreover, the difference between the results for the baseline 
blade and the blade with a deterrent installed is negligible. We can, 
therefore, conclude that these deterrents will not adversely impact the 
aerodynamic performance of wind turbines if they are engraved into the 
rotor blades; the aerodynamic impact of the sleeve mounting approach 
(used in the current laboratory experiments) is not assessed.

5.2. Acoustic performance

Time-resolved, 2-D simulations are performed for the HF deterrent. 

Figure 14 shows a visualization of the radiating acoustic field via instan-
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Fig. 12. CFD predictions of the lift and drag coefficients and lift-to-drag ratio. XFOIL predictions are shown for reference.

Fig. 13. CFD predicted distributions of pressure and skin friction coefficients on the airfoil surface at angle-of-attack, 𝛼 = 8.5◦. Also plotted for reference are XFOIL 
predictions.
Fig. 14. Radiated acoustic field visualized with instantaneous pressure contours 
in a 2-D simulation of the HF deterrent.

taneous pressure contours. Strong tonal radiation originating from the 
resonator is observed in the figure.

Time-accurate pressure data is collected at two locations in the com-

putational domain. One probe (Probe A) is located in the center of the 
resonating chamber, and another (Probe B) is located 10 mm away from 
the chamber opening. Fourier analysis of the pressure time history at 
Probe B is performed to generate the power spectral density (PSD) of the 
signal. Figure 15b presents a qualitative comparison of the pressure PSD 
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spectra between the 2-D predictions and measurements. The ordinate 
values are not shown in the figure as they are irrelevant; the measure-

ments are made in the acoustic farfield where the acoustic waves radiate 
in a 3-D space, whereas the numerical result is a 2-D prediction (ra-

diation restricted to a 2-D space) at a point close to the airfoil. The 
numerical prediction captures the measured frequencies of the funda-

mental tone and the second harmonic.

5.2.1. Variation with flow speed

Two-dimensional simulations are conducted for 𝑉∞ values ranging 
from 21 m/s to 96 m/s for both HF and LF deterrents. A Fourier anal-

ysis of the unsteady pressure signal at Probe A (located at the center 
of the resonating chamber) is performed to identify the peak radiation 
frequency. Figure 16 illustrates the variation of peak frequencies with 
𝑉∞ for the two deterrents. The figure also presents experimental data 
and theoretical estimates for the Helmholtz resonance frequency and 
the first Rossiter mode frequency.

Resonance occurs when the freestream flow speed, 𝑉∞, exceeds the 
onset speed (𝑉∞,min). The onset of oscillations/resonance is observed in 
both simulations and experiments (Figs. 7 and 16). We also identify an 
upper limit on 𝑉∞ beyond which oscillations do not occur in our simula-

tions (Figs. 16a and 16b). This phenomenon was observed by Mongeau 
et al. [50] in their measurements of pressure oscillations in scaled mod-

els of passenger cars. While the theoretical model of Covert [51] does 
not predict this upper limit due to their inviscid flow assumption, they 
state that there is experimental evidence for oscillations ceasing as ve-

locity exceeds a critical maximum value. 𝑉∞,max was not reached in our 
experiments due to the tunnel’s maximum safe operating speed limit of 

60 m/s.
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Fig. 15. Sample 2-D CFD simulation: (a) locations where time accurate data is sampled, and (b) a qualitative comparison of the radiated acoustic spectra between 
2-D CFD (Probe B) and experiments (𝑉∞ = 60 m/s, 𝛼 = 0◦).

Fig. 16. Variation of the peak (fundamental) frequency with 𝑉∞ for the LF (a) and HF (b) deterrents. The gray hashed regions indicate the lower and upper limits 
on 𝑉∞ beyond which acoustic radiation does not occur. The solid lines show the 2-D CFD simulation predictions while the hollow circles show the measured data. 
The dotted horizontal line shows the estimated (theoretical) Helmholtz resonance frequency, and the green dashed line shows the first Rossiter mode frequency for 
the deterrent based on freestream velocity. The label ‘RM 1 (scaled)’ refers to the Rossiter mode frequency scaled by 1.3 to compare the trend.
In the 𝑉∞ range where acoustic radiation occurs, the fundamen-

tal frequency is predicted to increase almost linearly with 𝑉∞, closely 
matching the theoretical estimate for the first Rossiter mode frequency. 
The rate of increase is greater for the HF deterrent compared to the LF 
deterrent. While the Helmholtz resonance frequency remains constant, 
the frequency of the Rossiter mode varies linearly with flow speed above 
the cavity. In the case of spatially varying mean flow, it is uncertain at 
which point the flow speed should be evaluated. Here, the freestream 
flow speed, 𝑉∞, is used, which works well for the LF deterrent but needs 
to be scaled down by a factor of 1.3 for the HF deterrent to align with 
the CFD simulations. The measured data for the LF deterrent follows 
the linear trend predicted by CFD (Fig. 16a), except at 𝑉∞ = 35 m/s. 
There are competing resonance mechanisms - Helmholtz and Rossiter 
modes. At this flow speed, the system appears to lock into Helmholtz res-

onance in the experiments, while simulations indicate that the Rossiter 
mode mechanism dominates. For the HF deterrent, measurements are 
only available at 𝑉∞ = 60 m/s, and this data point aligns with the CFD-

predicted trend line, consistent with the theoretical estimate of the first 
Rossiter mode frequency (Fig. 16b).

5.2.2. Variation with angle-of-attack

The acoustic performance of the HF deterrent is numerically in-
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vestigated for 𝛼 values ranging from −8.5◦ to 12◦, with experimental 
data available at 𝛼 = 0◦, 2◦, 4◦. Similar to 𝑉∞,min, there is a minimum 𝛼
(𝛼min = −1◦) below which acoustic radiation does not occur. The fun-

damental frequency at 𝛼min is 20.3 kHz, the same frequency observed at 
𝑉∞,min (Fig. 16). For 𝛼 < 𝛼min, the local flow speed at the deterrent loca-

tion is below the onset speed. Therefore, the limits on 𝛼 stem from the 
constraints on flow speed that determine whether resonance is excited. 
The maximum 𝛼 for which radiation is observed in the simulations is 
𝛼max = 12◦. Note that this only applies to simulations where the res-

onator is modeled solely on the suction side of the airfoil.

Figure 17 shows that the predicted peak frequency increases with 
𝛼. This may be due to the increase in local flow velocity with 𝛼 in 
the linear 𝐶𝑙 − 𝛼 range (small 𝛼). The variation of the first Rossiter 
mode frequency is also plotted, showing a linear increase with 𝛼; scal-

ing it by 1.5 still indicates a much larger increase with 𝛼 than in the 
simulations. Since the freestream velocity, 𝑉∞ does not change with 
𝛼, we use the edge velocity (derived from inviscid XFOIL calculations) 
to compute the Rossiter mode frequency. The discrepancy between the 
variations of the Rossiter mode frequency and the CFD predictions sug-

gests that the inviscid edge velocity may not be the appropriate velocity 
scale, and that the velocity at a point in the boundary layer might be 
more suitable. The measured data roughly aligns with the CFD predicted 
trend; however, the variation with 𝛼 is even smaller in the experi-
ments.
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Fig. 17. Peak frequency (𝑓peak ) variation with angle-of-attack (𝛼); theoretical 
estimate of the Helmholtz resonance frequency, 𝑓𝑅 is shown as the horizontal 
dashed line. The hashed regions bound the range of 𝛼 over which acoustic radi-

ation is predicted.

Fig. 18. An isometric view of the two-resonator computational model. Periodic 
boundary conditions are used in the span direction. The red points are data 
probes placed at the center of each resonator in the numerical model. Time-

accurate pressure data is collected at these probe locations.

The resonators were engraved on both sides of the sleeve (blade) in 
the experimental model. An increase in 𝛼 results in an increase in the 
local flow velocity for the resonators on the suction side of the blade 
but a reduction for the resonators on the pressure side. A consequence 
of this would be an increase in the resonance frequency of the resonators 
on the suction side and a reduction for the resonators on the pressure 
side, resulting in two peaks relatively close (in frequency) to each other. 
This can be observed for the LF deterrent in Fig. 8b, where the frequency 
separation is larger than the filter width. The two-peak pattern is unclear 
for the HF deterrent (Fig. 8a) because the pressure-side resonators fall 
below 𝛼min and are unable to establish resonance.

5.3. Three-dimensional analysis

While the two-dimensional simulations provide valuable qualitative 
insights and design guidance, they cannot be quantitatively compared 
with experimental data. Therefore, three-dimensional (3-D) simulations 
are conducted to validate the predictions. The 3-D mesh is generated 
by extruding the 2-D mesh along the span. Each deterrent is simulated 
in two configurations: in the first configuration, one resonator is mod-

eled, while in the second configuration, two resonators are modeled. 
The computational domain spans from 𝑧 = −3 mm to +3 mm for the 
one-resonator configuration and from 𝑧 = −6 mm to +6 mm for the two-

resonator configuration. Periodic boundary conditions are applied in the 
𝑧 direction for both models; the boundary conditions on the other sur-
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faces are consistent with those used in the 2-D simulations. Figure 18
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shows an isometric view of the two-resonator numerical model. As in 
the 2-D simulations, the deterrent is modeled only on the suction side 
of the airfoil.

Given the focus on ultrasound radiation, only the results for the HF 
deterrent at 𝑉∞ = 60 m/s are discussed. Figure 19a compares the PSD 
spectra of the predicted pressure signal at the center of the resonator 
(Probe A) for the one-resonator (1R), two-resonator (2R), and 2-D sim-

ulations. The spectrum from the 2-D simulation is similar to the 3-D 
prediction for the 1R model. In contrast, the 3-D simulation result for 
the 2R model exhibits higher signal power for both broadband and tonal 
sounds, with a higher peak frequency (fundamental) as well.

Analysis of the pressure time signal (Fig. 19b) for the 2R model re-

veals that the pressures at the centers of the two resonators are nearly 
out of phase. This out-of-phase relationship between resonators was also 
observed in our previous work on aerodynamic ultrasonic whistles pow-

ered by compressed air [35,37]. The out-of-phase oscillation between 
adjacent resonators enhances their response, leading to greater amplifi-

cation of unsteadiness; as a result, the PSD spectrum for the 2R configu-

ration is approximately 20 dB greater than that of the 1R configuration. 
It is important to note that these spectra represent the hydrodynamic 
pressure measured at the center of a resonator, not the radiating acous-

tic pressure.

Far-field ultrasound radiation is computed by solving the FW-H equa-

tion. The FW-H integration (Kirchoff) surface is illustrated in Fig. 5; 
it extends through the entire computational domain in the span direc-

tion. Since the deterrent span in the simulation is smaller than in the 
experiments, corrections have to be applied to the predicted noise radi-

ation in order to compare with the measurements; Appendix D explains 
how these corrections are obtained and the approximations that are 
involved. Figure 20 shows the locations of the observers where the ra-

diated acoustic field is predicted. These observer locations are arranged 
in a line (array) parallel to the blade leading edge (along 𝑧) and range 
from 𝑧 = −144 mm to +144 mm. This range corresponds to the span over 
which the resonators are positioned on the deterrents (HF and LF) tested 
in the wind tunnel.

The center of the observer array is located at a 90◦ polar angle (mea-

sured from upstream) and is 1 m directly above the suction side of the 
blade leading edge, aligning with the center of the microphone array 
used in the experiments. For the 1R model, the distance between adja-

cent observers is 6 mm, which matches the span of the numerical model. 
The 2R model has double the span, so the observers are spaced 12 mm

apart. By summing (with appropriate phases) the predicted sound sig-

nals at all observer locations along each array, we obtain the signal that 
would be measured at the center observer location for the full-size de-

terrent (with a 288 mm span) (see Appendix D).

We first examine the farfield pressure PSD spectra predictions with-

out span correction. The simulated spans are 6 mm for the 1R configura-

tion and 12 mm for the 2R configuration. Farfield acoustics is compared 
at the observer located 1 m away at a 90◦ polar angle (see Figs. 20a 
and 21a). The result for the one-resonator model appears as expected, 
with the fundamental resonance frequency peak exhibiting higher in-

tensity than the second harmonic. In contrast, the second harmonic for 
the 2R model is stronger than the fundamental, despite the hydrody-

namic pressure inside the resonator showing greater intensity at the 
fundamental frequency (Fig. 19a). This discrepancy arises because the 
unsteady pressures in the two resonators in the 2R model are out of 
phase (Fig. 19b), resulting in partial cancellation of the radiated sound 
for the odd harmonics of the fundamental frequency.

The 2R simulation clearly demonstrates a strong correlation between 
adjacent resonators. However, the degree of correlation between the 48
resonators across the entire span of the physical deterrent is unknown. 
To address this, we make two assumptions for our far-field predictions: 
(1) all resonators in the deterrent are completely correlated, and (2) the 
resonators are completely uncorrelated. We hypothesize that these two 

assumptions bound the actual far-field acoustic intensity.
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Fig. 19. PSD spectra at the resonator chamber center compared between different simulations (a), and time history of pressure measured at the centers of the two 
resonators in the two-resonator simulation.

Fig. 20. Observer locations: (a) side view showing that the observer array is located at 90◦ polar angle, (b & c) top views of the one-resonator and two-resonator 
models; the array of observers spans 𝑧 = −144 mm to +144 mm, and the spacing between adjacent operators is equal to the span of the blade simulated (= 6 mm 
and 12 mm for one- and two-resonator models respectively).

Fig. 21. Predicted PSD spectra for the HF deterrent at the observer located 1 m directly above the airfoil leading edge (90◦ polar angle). (a) Predictions from the 
6 mm-span one-resonator configuration (1R) and 12 mm-span for the two-resonator configuration (2R), and (b) experimental data and predictions for the full-span 
(288 mm) HF deterrent for the two configurations. For the full-span predictions, the signals from the different resonators are assumed to be fully correlated (solid 
lines) and completely uncorrelated (dashed lines).
12
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Table 3

Sound pressure level (SPL wref 20𝜇pa) values for the fundamental and the second har-

monic for the HF deterrent and atmospheric attenuation at those frequencies. Predictions 
are made using two assumptions: full correlation across the resonators and zero correla-

tion across the resonators for the 1R case. Tonal SPL values are obtained by integrating 
the pressure PSD spectra over frequency bands around the tones.

Frequency 
[kHz]

Experiment 
[dB]

Prediction [dB] Atm. abs. 
[dB/m]

Correlated Uncorrelated Mean Error

20.5 78.98 98.37 63.72 81.05 ±17.33 0.55

41.0 72.77 70.12 70.14 70.13 ±0.01 1.36

Fig. 22. Numerical predictions of the farfield (1 m) sound pressure levels (SPLs) of the fundamental (20.5 kHz) and the second harmonic (41 kHz) corrected for 
atmospheric absorption. The SPLs are obtained by integrating the PSD spectra over a frequency band (2 kHz for simulations and 1.6 kHz for experiments) around 
each tone. (a) SPL comparison for the fundamental tone and the second harmonic at 90◦ polar angle between measurements and numerical prediction for the HF 
deterrent (one-resonator configuration) at 𝑉∞ = 60 m/s and 𝛼 = 0◦. The predicted SPLs are the average of the results obtained by assuming full correlation and zero 
correlation across the resonators; the error bar denotes the difference between the two. (b) Predicted directivity patterns assuming the resonators are completely 
correlated (solid) and completely uncorrelated (dashed).
Figure 21b compares the predicted spectra from the full-span 
(288 mm) deterrent at the observer 1 m away at a 90◦ polar angle. The 
broadband noise cannot be directly compared, as the major source of 
this noise is airfoil self-noise, which is not included in the simulations. 
At first glance, it seems that the peak PSD at the fundamental frequency 
is well predicted by the 1R model when assuming complete correlation. 
However, it is important to note that the frequency bandwidths of the 
spectral peaks differ between the experiments and predictions. A more 
relevant metric for tonal sound is the tonal sound pressure level (SPL), 
obtained by integrating the PSD over the frequency band that defines 
the tone. SPLs are compared in Table 3 and Fig. 22a, indicating that the 
fully-correlated assumption is inaccurate.

Assuming that the resonators are completely decorrelated leads to a 
reduction in PSD for both tones in the 2R case, but only for the funda-

mental tone in the 1R case. This can be attributed to phase cancellation 
occurring in the one-resonator case for the fundamental tone, stemming 
from the different source-to-observer distances for the various observer 
locations.

The SPLs of the fundamental and the second harmonic for the 1R 
case are compared with the measurements in Table 3 and in Fig. 22a. 
The predicted results are shown as mean values with error bars, where 
the mean value is the average of the two SPLs obtained using the com-

pletely correlated and the completely uncorrelated assumptions, and the 
error bar is the difference between the two. The predicted results have 
been corrected for atmospheric absorption; the corrections are given in 
Table 3. Figure 22a suggests that the resonators in the deterrent are par-

tially correlated. Figure 22b shows the predicted SPL directivity patterns 
for the fundamental and the second harmonic. The deterrent is only on 
the suction side in the simulations. Hence, the radiation intensity is high 
13

ahead of and above the blade.
6. Conclusions

This paper introduces a novel, passive, blade-mounted bat deterrent 
for wind turbines and presents a comprehensive computational and ex-

perimental investigation of its acoustic characteristics and impact on the 
blade’s aerodynamic performance. The deterrent is based on the con-

cept of aerodynamic whistles. It uses resonating cavities that are placed 
near the leading edge of the blade. Two designs are considered: a low-

frequency deterrent (LF) and a high-frequency deterrent (HF). The HF 
deterrent is a geometrically scaled-down version of the LF deterrent. 
The Helmholtz resonance frequencies of the LF and HF deterrents are 
approximately 10 kHz and 20.5 kHz respectively.

The experiments were conducted in the Virginia Tech Stability Wind 
Tunnel where acoustic measurements were made with an acoustic ar-

ray mounted on the Starboard side wall of the tunnel. In line with the 
existing literature on cavity noise, the measurements indicate that there 
is a minimum flow speed (𝑉∞,min) below which the deterrents do not 
produce sound. 𝑉∞,min is a function of the deterrent geometry; it lies 
between 55 and 60 m/s for the HF deterrent and between 30 and 35
m/s for the LF deterrent. The peak radiation frequency and the radiated 
acoustic intensity increase slightly with 𝑉∞ . A small increase in radiated 
acoustic intensity is also observed with blade angle of attack (𝛼) due to 
the increase in local flow speed over the deterrent.

Numerical simulations are performed in two and three dimensions 
using the uRANS model. The simulations confirm the presence of a 
deterrent-specific onset flow speed and also reveal that there is a 𝑉∞,max
beyond which resonance does not take place. The peak frequency in-

creases linearly with 𝑉∞, which aligns with the theoretical estimate of 
the first Rossiter mode frequency. A slight increase in peak frequency 
is also observed with 𝛼. The predicted trends with 𝑉∞ and 𝛼 agree 

with the measurements. Three-dimensional simulations are performed 
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Fig. 23. Integrated beamforming sound pressure level (SPL) spectra. The raw signal (gray) shows multiple sharp peaks around each expected tone; the Gaussian-

filtered signal (purple) shows the expected spectral broadening of tones due to differences in the geometry of the resonators.
to quantitatively compare the predictions with the experiments. Two 
configurations are considered - one modeling a single resonator and the 
other modeling two resonators, both with spanwise periodic boundaries. 
The results show that the unsteady pressures in the resonators of the 
two-resonator configuration are nearly out of phase, with each resonator 
exhibiting significantly higher unsteadiness than the one-resonator con-

figuration. The out-of-phase behavior, however, leads to partial cancel-

lation of the odd harmonics in the radiated sound.

Acoustic propagation is performed by solving the Ffowcs Williams 
and Hawkings equation. The one-resonator configuration is used for 
farfield prediction. Since the simulations use a smaller span than the 
deterrents used in the experiments, two sets of farfield predictions are 
made with the following assumptions regarding the degree of correla-

tion between the resonators: (1) 100% correlation and (2) 0% correla-

tion. The tonal SPLs predicted using these two methods are expected to 
bound the measured values. The overall agreement with the measured 
data is modest. Tonal directivity shows the highest intensity directly up-

stream of the blade and the lowest on the downstream pressure side.
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Fig. 24. An illustration of standing waves between the airfoil/blade model and 
the hard sidewall of the tunnel on which the microphone array is installed.

Appendix A. Standing waves in the stability wind tunnel

The measured spectra in the Stability Wind Tunnel show several 
sharp peaks above the broad peaks at the frequencies corresponding to 
the resonance frequencies of the whistle/deterrent (see the gray curve 
in Fig. 23). A Gaussian filter is applied to the signal to reveal the spec-

trally broadened peaks that can be expected due to slight geometric 
differences between the resonators in a deterrent, each resonator hav-

ing a slightly different resonance frequency.

We hypothesize that these additional sharp peaks are due to standing 
waves/modes trapped between the blade model and the hard sidewall 
of the tunnel on which the beamforming array is mounted. Figure 24

illustrates this phenomenon. The channel between the blade and the 
hard sidewall can act as a waveguide, amplifying the acoustic modes 
supported by the hard-wall boundary conditions. Assuming hard-wall 
boundary conditions at both ends (blade surface and tunnel sidewall) 
and ignoring the blade thickness, the expected frequency gap, Δ𝑓 , be-

tween these tones is approximately 185 Hz assuming the speed of sound, 
𝑐0 = 340 m/s. The measured data shows frequency shifts that are inte-

ger multiples of this Δ𝑓 , suggesting that multiple modes (𝑛 = 1, 2, …) 
are excited.

Appendix B. Beamform maps for the HF deterrent

The imprecise determination of source locations in the beamform 
maps shown in Figs. 9 and 10 is investigated further through simula-

tion. We note that the tightly spaced resonators could have coupled 
end conditions at their openings, which establish a fixed phase con-

dition between the tonal pressure sources. The effect of this coupling 
on the beamform maps is investigated by simulating a distribution of 
monopole sources similar to the LF and HF deterrents with in-phase 
and out-of-phase resonance of adjacent sources. The coordinate system 
is such that the simulated sources are distributed in the vertical direc-
tion about 𝑥 = 𝑦 = 0. Each monopole source is located at the center 
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Fig. 25. Simulated beamform maps of the LF deterrent at 10.6 kHz with adjacent resonators a) in-phase b) and 180◦ out-of-phase.

Fig. 26. Simulated beamform maps of the HF deterrent at 23.6 kHz with adjacent resonators a) in-phase b) and 180◦ out-of-phase.
of each resonator from the experimental measurements extending from 
𝑦 = −0.1346 m to 0.1346 m. The relative locations of the microphones 
are matched to the positions in the measurement.

Two frequencies are analyzed. The beamform maps produced by sim-

ulation of the LF deterrent at a resonant frequency of 10.6 kHz are shown 
in Fig. 25. Similarly, results for the HF deterrent at a resonant frequency 
of 23.6 kHz are shown in Fig. 26. For both deterrents, the map shows a 
single peak at the center of the deterrent locations if all resonators are as-

sumed to be in phase. When adjacent resonators are 180◦ out-of-phase, 
the source distribution becomes more complex. For the LF deterrent, 
peaks appear near the bottom and top of the deterrent location. The HF 
deterrent produces a beamform map with strong scattered sidelobes that 
is not a reflection of the correct source distribution. The results shown 
in the out-of-phase calculations are similar to the experimental results. 
Although the true phase between resonators for both deterrents in the 
experimental measurements is unknown and most likely lies between 
these two extremes, this analysis suggests that the phase between the 
distributed tonal sources can produce the ambiguous beamform maps 
presented in Figs. 9 and 10.

Appendix C. Mesh sensitivity study

A study on spatial and temporal mesh refinement was conducted for 
the two-dimensional configuration. Favorable comparisons with XFOIL 
15

(Fig. 12) confirmed the accuracy of the boundary layer flow simulation 
Table 4

Test cases for mesh refinement study. 
Δ𝑥base is the approximate mesh size (esti-

mated as cube-root of cell volume) in the 
resonator.

Name Δ𝑥∕Δ𝑥base Δ𝑡 (in s)

Coarse 1.50 2E-07

Baseline 1.00 2.5E-07, 5.0E-07

Fine 0.75 2.5E-07

Finest 0.50 2.5E-07

over the airfoil using the baseline mesh. Consequently, only the mesh in 
and around the resonator was modified to ensure mesh independence 
in the acoustic results. Four mesh types were created – Coarse, Baseline, 
Fine, and Finest – and two time step sizes were evaluated for the baseline 
mesh (see Table 4). As shown in Fig. 27, the pressure power pred at 
the center of the resonator is nearly independent of mesh size beyond 
the baseline mesh, and a time step of Δ𝑡 = 2.5𝐸 − 07 is sufficient. The 
findings of the study are summarized in Fig. 27.

Appendix D. Noise prediction using small-span simulations

Computational cost increases proportionately with domain size in 
fluid flow simulations. Span periodicity is typically employed to reduce 

the domain size. If there is physical periodicity in the span direction, 



Applied Acoustics 229 (2025) 110392Z. Zeng et al.

Fig. 27. Results from a mesh refinement study: (a) mesh spacing, Δ𝑥, and (b) time step, Δ𝑡. The power spectral density spectra correspond to the unsteady pressure 

at the center of the resonator.

Fig. 28. A schematic to explain how a small-span-deterrent simulation result is 
used to predict noise from the full-scale deterrent.

and the full span is simulated, then the boundary condition replicates 
reality. Otherwise, the numerically imposed periodicity introduces some 
artifacts in the solution [52]. Depending on the spanwise coherence of 
the problem, these artifacts can be negligible. Consider the schematic in 
Fig. 28 where 𝐵 is the computational model with a span of Δ𝑥, which 
is a third of the span of the physical model made up of blocks 𝐴, 𝐵, and 
𝐶 . Say our interest is computing the noise from the physical model at 
observer location 𝑏. Denote the radiated acoustic pressure from block 𝐵
at observer location 𝑏 by 𝑝𝐵→𝑏. Similarly, the radiated acoustic pressure 
from 𝐴 to 𝑏 and 𝐶 to 𝑏 is 𝑝𝐴→𝑏 and 𝑝𝐶→𝑏 respectively.

The numerical model uses spanwise periodicity. Hence, in the nu-

merical solution, 𝐴 and 𝐶 are replicas of 𝐵. If the sources in 𝐴, 𝐵, and 
𝐶 are fully correlated, then the noise at observer 𝑏 from the full physical 
model is

𝑝𝑏 = 𝑝𝐴→𝑏 + 𝑝𝐵→𝑏 + 𝑝𝐶→𝑏. (8)

If the sources are totally uncorrelated, then

𝑝2
𝑏
= 𝑝2

𝐴→𝑏 + 𝑝
2
𝐵→𝑏 + 𝑝

2
𝐶→𝑏. (9)

Because of the relative distances and the radiation angles involved, 
and the fact that the numerical solution in 𝐴, 𝐵, and 𝐶 are identical, 
𝑝𝐴→𝑏 is identical to 𝑝𝐵→𝑐 , and 𝑝𝐶→𝑏 is identical to 𝑝𝐵→𝑎. These relations 
can be used with Eqs. (8) and (9) to write
16

𝑝𝑏 = 𝑝𝐵→𝑐 + 𝑝𝐵→𝑏 + 𝑝𝐵→𝑎, (completely correlated)
𝑝2
𝑏
= 𝑝2

𝐵→𝑐 + 𝑝
2
𝐵→𝑏 + 𝑝

2
𝐵→𝑎 (completely uncorrelated). (10)

Equation (10) shows that the noise from the full physical model at 
observer 𝑏 can be obtained by appropriately adding the noise from the 
simulation of a smaller model (𝐵) at multiple observer locations (𝑎, 𝑏, 
and 𝑐) that are spaced the model span length (Δ𝑥) apart. The example 
here uses three blocks but can be extended to an arbitrary number of 
blocks. The spanwise periodicity assumption is invalid if the sources are 
partially correlated. However, one can approximate that the actual noise 
would lie between the two predictions obtained assuming zero and full 
correlation.

Data availability

Data will be made available on request.
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