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The Mid-Atlantic region is set to be one of the first and largest contributors to the offshore wind energy 
goals of the United States. Yet, the same region is home to a diverse marine ecosystem comprising 
important marine species such as the critically endangered North Atlantic right whale (NARW). To 
support the responsible development and operation of the planned offshore wind farms, there is a 
need for high-resolution modeling of NARW presence, i.e., at the spatial and temporal resolutions 
relevant to farm-level operations. Towards this, we leverage highly localized observations from nine 
glider deployments in the Mid-Atlantic to propose a machine learning approach for modeling NARW 
presence conditioned on a diverse set of glider- and satellite-based oceanic, physical, and contextual 
information. We find that tree- and ensemble-based models achieve the highest levels of accuracy, 
while maintaining a sensible balance of missed and false alarms. Interpretation of the machine-
learnt features reveals interesting insights on the relative value of well-resolved satellite surface 
measurements to well-resolved vertical information from glider sampling in explaining the species-
habitat patterns of NARWs. We then discuss the value of the models proposed herein to offshore wind 
developers and operators in the United States and elsewhere. Our work constitutes the first machine 
learning attempt to jointly leverage glider- and satellite-based information for modeling of NARWs. 
Data and codes for producing the results of this work have been made freely available to promote the 
research on this timely topic.
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The United States (U.S.) has set an ambitious target to install 30 Gigawatts (GW) of offshore wind capacity 
by 20301. The Northeastern U.S., with the Mid-Atlantic region at its heart, is set to be the first and largest 
contributor to this 30-GW-by-2030 milestone, with several utility-scale offshore wind projects that are either 
planned or already under construction2. The rapid increase in the pace and scale of the offshore wind activity 
therein holds great promise, both environmentally and economically3. Yet, the same region is home to a diverse 
marine ecosystem comprising several important marine species, including the critically endangered North 
Atlantic Right Whale (NARW), formally known as Eubalaena glacialis4. While there is no evidence that offshore 
wind farms directly contribute to marine mammal mortalities, developing and operating offshore wind farms in 
a highly dynamic and vibrant ocean environment could pose a number of considerable risks to NARW habitats. 
Noise generated during the construction and operation of offshore wind farms is a primary concern, whereas 
vessel traffic created by the need to service offshore wind energy assets is another risk5. Given their dwindling 
populations, effective conservation measures must be taken to ensure that offshore wind farms cause minimal to 
no disruption to the habitat of NARWs.

In order to inform the responsible management of offshore wind farms, a high-resolution understanding of 
NARW distribution is needed. Wind farm developers would highly benefit from a localized modeling of when 
and where it is more likely to encounter an NARW during construction and operation of their assets. There 
have been several efforts in the past to model how NARWs react to their local environments. Those efforts can 
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be broadly grouped into two categories. The first category focuses on constructing statistical regression models 
in order to correlate historical NARW sightings to exogenous environmental covariates6–9. Examples include 
but are not limited to logistic regression models, generalized linear models, and generalized additive models. 
The second category develops density surface models in which distance sampling and regression models are 
combined to produce density estimates of NARWs that are conditioned on local environmental covariates10–13. 
Whether regression- or density-based, the vast majority of those models have traditionally relied on sighting 
data collected using visual surveys, often in the form of line transects, such as aerial, vessel, and more recently, 
drone surveys14,15. Those models are valuable in providing regional predictions of marine mammal density, 
resolving temporal and spatial scales that are typically broader than those needed to address farm-level decision 
making.

The last decade has seen a growing interest in leveraging passive acoustic monitoring (PAM) systems to 
more precisely locate marine mammals and collect localized information about their habitat at fine spatial 
and temporal scales16. A relevant example is the use of autonomous underwater gliders for marine mammal 
monitoring17. When equipped with acoustic detectors, gliders can quietly navigate in certain focus regions for 
fairly long periods of time to detect marine mammal presence and acquire granular habitat information18. This 
wealth of high-resolution glider data creates an opportunity for machine learning (ML) technologies to aid in 
high-resolution marine mammal distribution modeling, i.e., at the spatial and temporal resolutions relevant 
to farm-level operations. Despite some recent applications of ML for marine mammal data analysis19–21, little 
attention has been devoted to developing ML methods that directly act on glider-based datasets for marine 
mammal predictive modeling, let alone for NARWs.

In this work, we undertake an ML approach to jointly fuse glider- and satellite-based information, for the 
first time, in order to predict NARW presence at granular spatial and temporal resolutions. In the context of this 
work, prediction refers to learning the likelihood of whale presence (or absence thereof) conditional on a set of 
out-of-sample environmental conditions that have not been seen by the ML model during its training stage. In 
doing so, we leverage highly localized observations from nine glider deployments in proximity to future offshore 
wind sites in the U.S. Mid-Atlantic, which comprise acoustic detections of NARWs, along with sampled profiles 
of oceanographic variables. Supplemented by co-located satellite information about relevant oceanographic and 
physical features, we train a cluster of ML classifiers to make predictions of when and where NARWs are likely 
to be present, conditioned on the combined set of glider- and satellite-based covariates. We find that tree- and 
ensemble-based models achieve the highest levels of accuracy, while maintaining a sensible balance of missed 
and false alarms. Interpretation of our best-performing models reveals interesting insights about the relative 
influence of vertically well-resolved water column observations provided by the autonomous glider missions 
to the spatially well-resolved surface ocean observations provided by the satellite products. We conclude by 
discussing the implications and utility of our models and findings to wind farm developers and operators, and 
highlight future research directions that can directly build on this work to unlock the promise of ML in marine 
mammal predictive modeling. To promote the research on this timely topic, we have made our data and codes 
freely available at https://github.com/Jiaxiang-J/NARW.

Results
Two datasets are merged to train the ML models in this work: a glider-based dataset denoted hereinafter by Dg

, and a satellite-based dataset denoted by Ds. The glider-based dataset, Dg , comprises observations from nine 
glider missions deployed between August 2020 and June 2022 in the south coast of New Jersey in proximity to 
several future offshore wind farm sites in the U.S. Mid-Atlantic. The observations include NARW detections at 
specific locations and time stamps, as well as vertical profiles of water temperature, salinity, oxygen concentration, 
and glider depth, sampled every 0.25 m in the vertical along the entire glider path. Figure 1 shows a spatial map 
of the NARW detections (by pooling data from all glider missions, resulting in a total of 104 detections). Co-
located satellite information about four covariates, namely: frontal value, water mass, sea surface temperature, 
and chlorophyll, is extracted from multiple satellite products. Those constitute the variables in the dataset Ds

. The merged dataset, including co-located glider and satellite information, is denoted by D . The full list of 
variables, along with a brief description for each, is presented in Table 1. More details about the data collection 
efforts are included in the “Materials and Methods” section.

Prediction results
Each glider sample is assigned a label, such that y(s, t) ∈ {0, 1} denotes whether a whale is detected at location 
s ∈ R2 and time t. The set of co-located features is denoted by x(s, t) ∈ Rp and includes the covariates listed in 
Table 1, as well as an additional categorical variable representing the season of the year in which the detection 
was recorded, such that p = 9 features. We refer to the vector formed by the values of the features and the 
detection label, [x(s, t), y(s, t)]T  as a “sample.” A positive sample is one for which a whale is detected, i.e., 
y(s, t) = 1, whereas a negative sample characterizes whale absence, i.e., y(s, t) = 0. From there, we cast the 
modeling exercise as a classification task, wherein the goal is to find a mapping function (i.e., a classifier), which 
relates y(s, t) to the set of features, x(s, t). In ML parlance, we seek an optimal mapping function f(·) such that:

 f(features) → detection labels or f(x(s, t) ∈ Rp) → y(s, t) ∈ {0, 1}. (1)

We randomly split the merged dataset D  into train and test subsets, and choose the latter using max-min 
distance sampling23 (instead of conventional uniform sampling) to ensure that the positive samples in the test 
set are spatially and temporally dispersed, and that the models are evaluated on a diverse set of detections and 
environmental conditions. To overcome class imbalance, which is common in marine mammal surveys, the 
training dataset is augmented using the SMOTE method24 to generate synthetic positive samples. Note that 
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those synthetic samples are used solely for model training, whereas the test set only contains actual samples. 
The whole exercise of data splitting, training, and testing is repeated 10 times using different random initiations 
and the overall prediction performance is reported. The combined test set formed by pooling all 10 random 
experiments includes a total of 8750 samples, comprising 200 positive samples (20 samples per experiment ×10 
experiments).

Nine prevalent classification methods are trained, namely: Logistic Regression (LR), k-Nearest Neighbors 
(kNN), Support Vector Machines (SVM), Random Forest (RF), Adaptive Boosting (AdaBoost), eXtreme 
Gradient Boosting (XGBoost), Multilayer Perceptrons (MLP), Convolutional Neural Networks (CNN), and 
Residual Networks (ResNet). The classifiers are chosen so as to cover a representative spectrum of ML models, 
from statistical to deep learning methods, and their details are deferred to the “Materials and Methods” section. 
We evaluate all the models under three different scenarios: (i) Glider: Here, we only use the covariates from the 
vertically resolved glider dataset Dg  as inputs to train the ML classifiers; (ii) Satellite: In this scenario, we only 
use the covariates from the spatially resolved satellite dataset Ds; and (iii) Glider + Satellite: The combined set of 
glider- and satellite-based covariates, D , is used as inputs to the ML classifiers. Table 2 shows the performance 
of all the nine models based on three classification metrics: model accuracy (proportion of correct classifications 

Data Source Variable Description

Glider, Dg

Temperature (°C) Water temperature

Salinity (psu) Total concentration of dissolved salts

Oxygen Concentration (umol/L) Amount of dissolved oxygen in the water

Depth (m) Vertical distance from sea surface to glider’s position

Satellite, Ds

Frontal Value Gradient strengths across water mass classifications as defined in Oliver and Irwin22

Water Mass A classification of the water column based on sea surface temperature and other hydrographic properties

Sea Surface Temperature (°C) Temperature of the ocean’s surface layer

Chlorophyll (mg/m3) Concentration of the phytoplankton pigment, chlorophyll-a

Table 1. Covariate information collected by underwater autonomous gliders (dataset Dg) and co-located 
satellite imagery (dataset Ds.).

 

Figure 1. NARW detections (red circles) and glider paths (blue circles), on top of the offshore wind energy 
areas in the U.S. Mid-Atlantic (light blue polygons). The offshore wind lease areas represent their current 
designation as of the summer of 2024. Figure 1 is generated using the cartopy package  (   h t t p s : / / s c i t o o l s . o r g . u k / c 
a r t o p y     ) in Python 3.11.8.
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to all classifications attempted), F1 score (harmonic mean of precision and recall), and area under the curve 
(AUC) of the receiver operating characteristic curve. All metrics are in the [0, 1] interval, with a score of 1.0 
indicating perfect performance. The formulae to calculate those metrics using model predictions are presented 
in the “Materials and Methods” section. The correspondent ROC curves for the Glider + Satellite scenario are 
shown in Fig. 2.

The results in Table 2 indicate that all methods achieve high levels of classification accuracy (ranging from 
88.5% to 98.7%). This result, albeit promising, should be interpreted with caution because the test data set is 
highly imbalanced. In other words, a classifier that misses most of the positive samples could still achieve decent 
accuracy levels. Hence, metrics like the F1 score and AUC are more realistic reflections of the model’s ability to 
distinguish positive and negative samples. From there, we find that AdaBoost, XGBoost, and RF are consistently 
among the best performers across all scenarios and metrics. This suggests that tree- and ensemble-based methods 
appear to outperform other models in predicting NARW presence. For the Glider + Satellite scenario, AdaBoost 
has the best classification performance, whereas the RF is the most sensitive with 118 correctly predicted whales 
out of 200 positive samples in the test set. In contrast, we find that simpler statistical models such as logistic 
regression, significantly under-perform in terms of both the F1 and AUC scores, with only 42 correctly predicted 
whales out of 200 positive samples in the test set. The confusion matrices of the nine methods, under all three 
scenarios, are shown in Figs. S1-S3 in the Supplementary Information document appended to this manuscript.

Interestingly, we also notice that relying solely on satellite-based inputs (the satellite scenario) generally 
yielded better results for most models compared to only using glider-based inputs (the glider scenario). The 
best-performing model in the satellite scenario was XGBoost, with an average accuracy of 98.3% and an F1 
score of 0.641. When only trained using the glider-based covariates (the glider scenario), the same model’s 
performance drops to 97.1% and 0.359 in terms of accuracy and F1-score respectively. This suggests that the 
spatially resolved satellite-based covariates may be more useful than their vertically resolved glider-based 
counterparts in predicting NARW presence. Fusing both glider and satellite-based information (the Glider + 
Satellite scenario) almost always led to an enhancement in the predictive performance. Despite the relatively 
weaker performance of glider variables when used independently, the within-water column observations still 
provide valuable information that enhances the model’s performance when combined with satellite-based 
information. We discuss possible explanations, as well as practical implications of those two findings in the 
“Discussion” section. Figure 2 confirms the findings made above, wherein among the models tested, AdaBoost, 
XGBoost, and RF show the highest performance with AUC values of 0.90, 0.89, and 0.88, respectively, indicating 
satisfactory classification performance. Logistic Regression, with an AUC of 0.62, is the weakest performer, 
perhaps due to its over-simplification of the complex species-habitat relationships of NARWs. The ROC curves 
for the glider and satellite scenarios are shown in Figs. S4 and S5 in the Supplementary Information document.

Feature importance analysis
We leverage our best-performing models to identify variables that have an influential role in driving the model 
predictions, and hence, can be interpreted as key NARW predictors. In this analysis, we focus on the AdaBoost 
and RF models which are uniquely amenable to interpretation. We carry out a feature importance analysis for 
those two models based on two approaches—the Gini Impurity method and Shapley’s Additive Explanation 
(SHAP) method—and contrast the findings from both approaches. More details on those two methods are 
included in the “Materials and Methods” section. Figure 3a,b show the feature importance using the Gini 
Impurity index for RF (left) and AdaBoost (right), where longer bars indicate higher feature importance. Despite 
some observed differences in the order and magnitude of feature importance across both models, we find that 
frontal value, a satellite-based covariate, consistently ranks as the most influential feature. We also find that 
salinity (glider), oxygen concentration (glider), and sea-surface temperature (satellite) consistently rank among 
the top five influential covariates. Other oceanographic and physical features such as water mass (satellite) and 

Glider, Dg Satellite, Ds Glider + Satellite, D

Accuracy F1 Score AUC Accuracy F1 Score AUC Accuracy F1 Score AUC

LR 0.961 ± 0.006 0.198 ± 0.068 0.625 ± 0.035 0.965 ± 0.013 0.000 ± 0.000 0.560 ± 0.036 0.972 ± 0.006 0.265 ± 0.093 0.624 ± 0.041

SVM 0.946 ± 0.004 0.216 ± 0.039 0.785 ± 0.025 0.885 ± 0.014 0.133 ± 0.020 0.733 ± 0.030 0.923 ± 0.009 0.231 ± 0.034 0.856 ± 0.027

kNN 0.950 ± 0.006 0.298 ± 0.037 0.736 ± 0.050 0.967 ± 0.005 0.431 ± 0.053 0.792 ± 0.032 0.961 ± 0.005 0.373 ± 0.039 0.791 ± 0.039

RF 0.975 ± 0.007 0.374 ± 0.071 0.778 ± 0.030 0.965 ± 0.005 0.411 ± 0.040 0.883 ± 0.017 0.975 ± 0.003 0.524 ± 0.040 0.886 ± 0.032

AdaBoost 0.972 ± 0.004 0.377 ± 0.052 0.815 ± 0.045 0.982 ± 0.003 0.615 ± 0.058 0.866 ± 0.028 0.987 ± 0.002 0.675 ± 0.054 0.904 ± 0.027

± GBoost 0.971 ± 0.005 0.359 ± 0.066 0.823 ± 0.030 0.983 ± 0.003 0.641 ± 0.048 0.888 ± 0.029 0.986 ± 0.003 0.649 ± 0.048 0.891 ± 0.028

MLP 0.969 ± 0.011 0.334 ± 0.091 0.779 ± 0.036 0.964 ± 0.006 0.358 ± 0.057 0.803 ± 0.032 0.971 ± 0.008 0.421 ± 0.080 0.863 ± 0.024

CNN 0.977 ± 0.009 0.344 ± 0.091 0.764 ± 0.036 0.943 ± 0.015 0.267 ± 0.064 0.801 ± 0.033 0.955 ± 0.010 0.345 ± 0.072 0.842 ± 0.025

ResNet 0.943 ± 0.002 0.223 ± 0.108 0.769 ± 0.043 0.933 ± 0.038 0.186 ± 0.065 0.735 ± 0.022 0.935 ± 0.031 0.289 ± 0.096 0.862 ± 0.031

Table 2. Average performance of various ML classifiers, along with standard deviation, across the 10 testing 
experiments for the Glider scenario, Dg  (columns 2 through 4), Satellite scenario Ds (columns 5 through 7), 
and Glider + Satellite scenario, D  (columns 8 through 10) Bold-faced values denote best performance for each 
metric under each scenario.
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chlorophyll (glider) appear to have intermediate influence, whereas glider depth appears to carry minimal 
importance relative to the remainder of the features.

The SHAP summary plots shown in Fig. 3c,d for RF (left) and AdaBoost (right) provide additional 
information. Here, a positive SHAP value (x-axis) means an increase in the likelihood of the model yielding 
a positive class prediction (i.e., NARW presence), and vice-versa. Consistent with the Gini impurity analysis, 
frontal value (satellite) stands out as the most significant feature for both RF (left) and AdaBoost (right). Smaller 
frontal values (blue-colored points) appear to coincide with negative SHAP values, whereas most of the red-
colored points (higher frontal values) correspond to positive SHAP values. This means that the model suggests 
that NARWs generally show a preference for higher frontal values. In contrast, salinity (glider) appears to have 
an opposite effect, with the model predicting NARWs to prefer environments with lower salinity levels. Our 
survey of the literature reveals little in-depth investigation on the influence of oceanic fronts on NARW habitats. 
Yet, frontal information has been mentioned in some prior studies as a proxy for oceanographic processes that 
could influence prey distribution18,25,26. Our ML-learnt results support those findings suggesting that locations 
and times experiencing stronger fonts may be associated with increased foraging opportunities, and hence 
higher likelihood of NARW presence. Meanwhile, chlorophyll, salinity, and sea-surface temperature have been 
consistently invoked as covariates in NARW habitat models7,13,27.

The seasonal covariate appears to have intermediate predictive power throughout the feature importance 
analysis. It is regarded as an influential feature in Fig. 3b (Gini Impurity analysis) but not as powerful in the 

Figure 2. ROC curves of the nine classifiers for the Glider + Satellite scenario. The blue diagonal dashed 
line represents the performance of a random guess, whereas the orange line represents the ROC curve of 
the selected classifier. The shaded area around the ROC represents the standard deviation of the 10 random 
experiments.
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SHAP analysis (Fig. 3d). Despite this, we conjecture that seasonality plays an influential role in driving ML 
predictions. This can be explained in light of the uneven distribution of NARW detections across the four 
seasons, which is likely attributed to the seasonal migratory patterns of NARWs. Specifically, the winter season 
had the highest number of NARW detections, followed by Fall, Spring, and then Summer, which had no 
detections (See Table S1 in the supplementary Information material). This aligns to some extent with prior 
survey efforts in this region28. Disaggregating the best-performing ML model’s predictions by season shows 
significantly higher predictive performance in the Fall and Winter seasons, followed at some distance by the 
Spring season. The model consistently (and correctly) predicted no whales in the summer season. The season-
specific ROC curves are shown in Fig. S6 of the Supplementary Information document. Given the significant 
oceanographic variability between seasons in the study site, this suggests that the ML models more effectively 
learn the oceanographic features describing NARW presence during seasons when whales are more available 
for detection. Additional subset selection experiments, presented in Fig. S7 of the Supplementary Information 
document, show that dropping the seasonal covariate from the best-performing ML model (while assuming all 
other covariates are fixed) results in a noticeable reduction in predictive performance, further confirming the 
importance of considering seasonality effects when modeling NARW habitat.

Discussion
In this study, we have developed a cluster of ML models to jointly leverage, for the first time, vertically resolved 
glider- and spatially resolved satellite-based information for modeling the presence of NARWs near the offshore 
wind energy areas in the U.S. Mid-Atlantic. We find that tree- and ensemble-based models, like random 
forests and AdaBoost, achieve the highest levels of accuracy, while maintaining a sensible balance of false and 
missed alarms. Neighborhood-based methods like kNN and SVM, as well as deep-learning-based models 
(e.g., CNN, ResNet, MLP) appear to yield intermediate predictive performance, whereas simpler models like 
logistic regression fall short, especially when it comes to correctly predicting positive samples. When using both 
glider- and satellite-based covariates, AdaBoost is found to be the best-performing model in terms of predictive 
performance, whereas RF is the most sensitive with 118 correctly predicted whales out of 200 positive samples. 
While this corresponds to a true positive rate of 59.0%, we are inclined to look at this result favorably, especially 
considering the absence of an established ML baseline for this problem, and the difficulty of predicting NARWs 
at such high granularity with fairly limited data. We consider this work as a stepping stone for subsequent works 
in which ML engineers and practitioners can work hand-in-hand with ecologists and oceanographers to develop 
more advanced ML approaches that may achieve even greater heights compared to the one proposed in this 
work. To enable this and accelerate the research on this timely topic, we have made our data and codes freely 
available at https://github.com/Jiaxiang-J/NARW.

Although we can confidently claim that tree-based models appear to be the best-performers for predicting 
NARW presence as evidenced by our quantitative experiments, this finding may be partly due to the way we 

Figure 3. Feature importance for Random Forest (left) and AdaBoost (right). Panels (a,b) are based on Gini 
Impurity, whereas Panels (c,d) are based on the SHAP method. Features are in descending order of importance. 
Glider- and satellite-based covariates are color-coded in orange, and green, respectively.
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decided to cast the modeling problem as a classification task. To be more specific, our findings align with the 
mounting evidence in the ML literature suggesting that tree- and ensemble-based models often perform very 
well in learning from low-dimensional, tabular datasets, not to mention their scalability and interpretable 
nature. However, our raw data are by no means low-dimensional. Raw satellite information comes in the form 
of evolving image-based inputs, whereas raw glider inputs are high-dimensional spatial-temporal vertical profile 
data. Our choice to select single points in space and time “compresses” the problem in a low-dimensional 
manifold, merely for simplification. We expect deep-learning-based approaches to be strong contenders if richer 
information from satellites and/or gliders are used, but this comes with significant challenges related to lack 
of data coverage (especially in satellite imagery), scalability in terms of computational requirements needed to 
train the models and make timely predictions, and most importantly, interpretability, which is a crucial aspect in 
ecological applications. This is an ongoing area of research.

Interestingly, our results suggest that spatially resolved satellite-based covariates play a greater role than 
vertically resolved glider-based information in predicting NARW presence. This is evidenced by how our ML 
models perform significantly better under the satellite scenario versus the glider scenario (recall the results in 
Table 2). Two likely explanations are possible. First, satellite-based covariates appear to provide unique and rich 
information about spatial variability in oceanographic processes as proxies for both NARW behavior and its 
prey concentration. Second, this can be also linked to the surface feeding behavior of NARWs, which may be 
better captured using satellite surface measurements. From a practical viewpoint, this is a very promising result, 
since a wind farm developer or operator can run and update the predictive models using publicly available 
satellite information, without the need for continuous glider monitoring of their study region, which is both 
impractical and expensive. In that case, the decision-maker, be it the farm developer or operator, would only 
need to deploy initial glider campaigns for collecting historical detection data. Once this is complete and enough 
data has been gathered, the ML models can be trained and run in real-time solely off of satellite imagery inputs. 
Nevertheless, we find that using the combination of glider- and satellite-based information almost always yields 
the best performance. Albeit not highly useful on their own, glider-based covariates appear to complement the 
information provided by satellite-based inputs. This synergy between highly localized information sampled by 
gliders and macro-scale information obtained from satellite imagery appears to furnish two complementary 
“world views” that maximize the ability of ML models to capture the complex, multi-scale species-habitat 
patterns of NARWs, leading to improved predictions and inference, and further underscoring the importance of 
a holistic, multi-modal approach to NARW predictive modeling.

The utility of our proposed ML approach stems from its potential value to farm-level planning and decision-
making. Predicting NARW presence at finer spatial and temporal resolutions—unlocked through an ML 
approach —can enable operators and developers of future offshore wind farms to make responsible and effective 
decisions that are highly localized in space and time. As a case in point, ML-enabled granular predictions of 
NARW encounter risk can be used by offshore wind developers during construction operations to cease or 
delay high-intensity activities such as pile driving. Another relevant application is to inform dynamic and highly 
localized vessel collision risk models for managing the projected increase in vessel traffic needed to reliably service 
offshore wind farms. In the long-run, this could have considerable economic and environmental implications 
for offshore wind farm construction, operations, and maintenance planning29,30. Such fine resolutions may be 
difficult to attain using coarser-scale species distribution models. Beyond their practical utility, our ML models 
can offer timely insights about the key drivers of NARW presence. For example, interpretation of our best-
performing models suggest that whales tend to be located in waters with higher frontal values and lower salinity 
levels.

The results presented in this work thus far utilize the most recently available covariate information in order 
to predict NARW presence. However, if ML-based models are able to “forecast” the likelihood of whale presence 
for future horizons, then such look-ahead predictions would be highly valuable to inform operational decision-
making by offshore wind stakeholders and other ocean users. To investigate this, we carry out an additional analysis 
where we use lagged (instead of current) covariate information and re-evaluate the predictive performance of the 
AdaBoost model. The results, shown in Table S3 of the Supplementary Information document, suggest that decent 
levels of predictive power are still maintained up to 48 hours ahead. Understandably, the predictive performance 
degrades gradually as the forecast horizon extends (up to 11.56% reduction in F-1 scores for 48-hour ahead 
versus same-day prediction). Although this result attests to the potential merit of ML in look-ahead prediction, 
two key re-modeling efforts are needed in order to develop a full-fledged ML-based NARW forecasting tool. 
First, an embedded forecasting system is needed for the oceanographic covariates. This entails ensuring that the 
propagation of forecast errors in those covariates does not severely affect the downstream NARW prediction 
task. Second, there is a need to redesign the experimental ML training and evaluation setups. In a forecasting 
setup, the training set would only consist of information that occurred prior to the glider observations. Thus, 
data from gliders deployed in later years (e.g., 2022) cannot be used to make predictions of whale presence in 
earlier years (e.g., 2021). We believe that this is an important future research direction, since such forecasting 
tool, if effective, can be of immense value to offshore wind planning and operations.

Despite the value of this study, we would also like to point out the limitations of our models and conclusions. 
The whale presence data collected by gliders are samples of where whales have been detected during select 
times and study regions, and may invoke elements of sampling, spatial, and temporal biases. Even with their 
immense potential, ML models are fairly less developed compared to traditional statistical models when it 
comes to formally accounting for sampling biases. In glider-based surveys, one such bias is related to detection 
availability—gliders only detect whale presence when whales vocalize, and hence, a negative detection is not 
equivalent to whale absence. Although recent validation studies have shown that Slocum gliders have fairly 
low missed occurrence rates31, those biases can potentially impact the ML model estimates of false and true 
negatives, but would have minimal influence on true and false positives. We therefore envision this work to be 
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a stepping stone for subsequent efforts to design ecologically-informed ML models that can recognize the bias 
types that have long been acknowledged in the ecological modeling literature. For example, ML approaches can 
be embedded within classical spatial models to carry out specific learning tasks on complex datasets that are 
difficult to process or “mine” using traditional statistical methods. Fusing those two distinct modeling paradigms 
in some form of an ensemble prediction is also an interesting avenue to pursue.

This work can be extended in several ways. The first direction is to use richer and larger information inputs. 
For example, satellite maps can be used instead of being confined to select single gridded values. Similarly, 
spatio-temporal glider profiles can be leveraged instead of single points in space and time to account for derived 
glider gradients along the profile, including mixed layer presence, and depth. Importantly, many of the covariates 
included in the model, such as frontal values, serve as proxies for prey concentration, indirectly informing 
NARW preferences. Thus, incorporating relevant prey covariates to inform the ML-based models is an important 
research direction to pursue. For example, recent studies have explored the utility of satellite-based visual spectra 
to detect copepod density, which could offer direct insights into prey availability32,33. Collectively, augmenting 
the input data to our model brings about two advantages: First, it can provide richer information about the 
broader spatial and temporal variability in oceanic features that are relevant to predict NARW presence. Second, 
it may provide a more robust approach against abnormal values that may mislead ML model training. However, 
a major challenge with satellite images in particular is the weak spatio-temporal coverage, requiring advanced 
image processing and raising the question of the optimal window size to “zoom” in as input to the ML models. 
Smaller windows would most likely be relevant to a particular NARW detection, but run into the risk of weaker 
coverage, and vice-versa. Finally, another interesting area of research pertains to the use of ML models to guide 
future glider deployments. It is clear that our models would highly benefit from more positive samples due to 
the highly imbalanced nature of the problem. Leveraging the ML models to decide on where and when to deploy 
gliders in order to balance exploration and exploitation efforts is a relevant question to pursue.

Materials and methods
Data description and preparation
The glider dataset, Dg , used in this research comes from nine glider deployments34, spanning from August 
2020 to June 2022, off the south coast of New Jersey between 38.5◦N  to 39.5◦N  and 74.5◦W  to 73.5◦W . The 
NARW detections were based on an autonomous glider mounted hydrophone. The WHOI-developed digital 
acoustic monitoring (DMON) instrument running the low-frequency detection and classification system35 was 
integrated into the Slocum glider a decade ago36 and has been used on over 90 glider missions in U.S., Canadian, 
and Chilean waters to date. The accuracy of the DMON for baleen whale detection from gliders and buoys 
is well characterized37,38. Each DMON-equipped glider mission monitored multiple marine mammal species 
in near real time, including fin, sei, humpback, blue and NARW. During a mission, real-time detections are 
telemetered back to shore for verification by a trained analyst. The detections relayed only the position of the 
platform when a sound is detected, not the position of the sound source31. Thus, whale detection location was 
based on the glider position at the time of detection. A total of 104 NARW recordings, which are shown in 
Fig. 1, have been detected. Table 3 shows the dates of each trip, together with the number of detections in 
each. Only five deployments contain confirmed NARW detections. For each mission, the glider simultaneously 
collected profiles of oceanographic variables at 0.25m vertical resolution, including water temperature, oxygen 
concentration, salinity, and glider depth. Figure 4b shows an example of the profiles generated by the gliders at 
different depths and time stamps.

We leverage the spatial and temporal information from the glider data to extract co-located information 
from satellite imagery. Satellite data used in this research come from multiple sources, and include information 
about key oceanic variables, including sea surface temperature (SST) and chlorophyll. Derived satellite products 
based on spatial observations of SST and ocean color include water mass type and frontal value22,39. The frontal 
value reflects the magnitude of difference between adjacent water masses in SST and ocean color variable space. 
Due to cloud effects, the satellite imagery may often have weak spatial coverage. To address the data coverage 
issues, we combine multiple satellite source data to have better coverage. The three satellite sources we use are 
“NOAA/NESDIS/STAR GHRSST GOES16 SST Daily Composite SST” (GOES)40, “VIIRS Suomi NPP 1-Day 750 
m Composite Northwest Atlantic” (VIIRS)41, and “MODIS Aqua 3-Day 1 km Composite Northwest Atlantic” 

Trips Number of detections

2020-07-29 to 2020-08-26 0

2020-10-03 to 2020-11-05 0

2020-11-19 to 2020-12-21 47

2021-02-08 to 2021-03-08 21

2021-11-20 to 2021-12-17 3

2022-01-13 to 2022-02-11 17

2022-02-15 to 2022-03-16 16

2022-03-30 to 2022-04-22 0

2022-05-20 to 2022-06-10 0

Total 104

Table 3. Glider mission information and number of detections per mission.
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(MODIS)42. Since GOES data is likely to be less affected by clouds due to its geostationary nature, it is almost 
always our first choice. If GOES data at a particular location and time is unavailable, we turn to data from 
VIIRS as it offers higher spatial resolution compared to MODIS. MODIS data is the last resort for sea surface 
temperature/chlorophyll, as it has lower spatial resolution compared to GOES and VIIRS. Since water mass and 
frontal value are only available from MODIS, we solely rely on MODIS data for these variables. Figure 4a shows 
an example of sea surface temperature from MODIS42.

Even when using multiple satellite data sources, the problem of data missingness is not fully resolved. To 
address this issue, the kriging method is used to interpolate data for continuous variables43, whereas random 
forests are used for categorical variables44. Once the dataset is interpolated and merged, we divide it into training 
and testing sets using an 0.8:0.2 ratio, which is a common choice in ML practice44. However, we enforce our 
training data to include 80% of the NARW detections. Furthermore, observing that whale detections tend to 
cluster, we use the max-min distance sampling (instead of conventional uniform sampling) to ensure that the 
detections in the test set are spatially and temporally dispersed and that the models are tested on a diverse 
set of environmental conditions and detections. Due to the severe imbalance in our datasets, the Synthetic 
Minority Over-sampling Technique (SMOTE) is utilized to achieve a more balanced class distribution, and 
we set the target majority-to-minority ratio to 0.4524. Using the SMOTE algorithm, new synthetic samples 
are generated by learning features of the actual minority samples (here, the positive samples that constitute 
whale presence). These synthetic samples retained the characteristic distribution of the actual positive samples 
data to a large extent but also had a certain degree of diversity typical of real-world datasets. Figures S8 and 
S9 in the Supplementary Information document present a comparative analysis of the actual versus synthetic 
datasets confirming the effectiveness of SMOTE in reproducing the key features of actual positive samples. 
Consequently, the inflated training dataset consists of 4959 samples, comprising 3420 negative samples and 
1539 positive samples. This whole exercise is repeated 10 times (using different random initializations) and the 
overall predictive performance, across the 10 random experiments, is reported. Note that the SMOTE-generated 
synthetic samples are used for model training only. Test sets only contained actual samples and did not contain 
any synthetic samples. In that way, the combined set formed by pooling all 10 test sets had a total of 8550 
negative samples, and 200 positive samples (20 samples per experiment ×10 experiments).

Classification methods
A total of nine prevalent ML models have been trained in this work. All data preprocessing and ML models were 
implemented in Python. Specifically, scikit-learn was used for implementing most classification models, and 
imbalanced-learn45 for SMOTE implementation. Deep learning models were implemented in TensorFlow and 
PyTorch, whereas feature importance analysis was performed using the SHAP package46. A brief description of 
those methods is provided below.

Statistical and neighborhood-based approaches
LR serves as a baseline model in our analysis, providing a probabilistic approach for binary classification tasks 
based on a parametrized logistic function. kNN makes predictions using consensus voting of the k nearest 
neighbors to the target prediction location. Here, we find that k = 5 yields the best performance. SVM is a 
kernel-based separating hyperplane approach which finds the optimal decision boundary that separates two 

Figure 4. Sample visualization of satellite and glider data. Panel (a) presents sea surface temperature measured 
by MODIS at 2021-09-03. Panel (b) presents glider variables collected from 08 Feb 2021 to 10 Mar 2021. (a) is 
generated using the cartopy package (https://scitools.org.uk/cartopy) in Python 3.11.8. (b) is generated using 
functionalities in the cmocean package (https://matplotlib.org/cmocean/) in Python 3.11.8.
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(or more) classes. For SVM, we use the RBF kernel, which is a popular choice in ML, and set the cost penalty 
parameter to 5.00.

Tree- and ensemble-based methods
RF is an ensemble tree-based approach that combines multiple decision trees to make a consensus-based 
prediction. For RF, we use a total of 100 decision trees with a maximum depth of 5. AdaBoost is an ensemble 
tree-based approach that sequentially adjusts the weights of incorrectly classified instances, thus focusing more 
on the difficult cases in subsequent trees. We use a total of 100 decision trees when training AdaBoost. XGBoost 
is a boosting approach that combines multiple weak learners (here, decision trees) for improved classification 
performance47. For XGBoost, the number of boosting rounds is set to 100, the maximum depth of the tree is 6, 
and the learning rate is set at 0.3.

Deep learning methods
MLP is a (typically shallow) artificial neural network architecture. Here, we use two hidden layers consisting 
of 128/64 neurons with ReLU activation, one dropout layer in between with a dropout rate of 0.5, and a dense 
layer of 1 neuron with sigmoid activation to produce the final output. CNN is a deep learning architecture which 
utilizes convolutional layers to automatically learn spatial (or cross-correlation) hierarchies within the input 
space. For CNN, we use a convolution layer with 64 filters and the kernel size is set to 3. After max pooling and 
flattening, we use a dense layer with 50/1 neurons to obtain the output. ResNet is a deep learning approach that is 
typically designed for sequential data and is characterized by skip connections that help overcome the vanishing 
gradient problem. Herein, we adopt a version of ResNet that is adapted for tabular data48. For ResNet, use 5 
epochs with batch size 50 and the learning rate is set at 0.001.

Evaluation metrics
To comprehensively evaluate the performance of our models, we employed several metrics: Accuracy, F1 score, 
and AUC scores. For a binary classification problem, four components affect those metrics: True positives (TP) 
which denote the correctly predicted positive observations (i.e., NARW presence); True negatives (TN) denoting 
correctly predicted negative observations (i.e., NARW absence); False positives (FP) indicating incorrectly 
predicted positive observations (i.e., false alarms); and false negatives (FNs) denoting incorrectly predicted 
negative observations (i.e., missed alarms). Accuracy is the proportion of correctly predicted test samples out 
of the total test samples, and is defined as T P +T N

T P +T N+F P +F N . For imbalanced datasets, accuracy as a single 
metric may be misleading, and hence, additional metrics such as F1 scores and AUC can provide important 
indications about the model performance. F1 score is the harmonic mean of precision and recall, and is defined 
as 2 × Precision×Recall

Precision+Recall , such that precision is defined as the fraction of TP to all predicted positive samples, i.e., 
T P

T P +F P , whereas recall is defined as the fraction of TP to all positive samples, i.e., T P
T P +F N . Thus, the F1 score 

provides a balance between precision and recall. ROC curves plot the so-called false positive rate (FPR) against 
the true positive rate (TPR) at various classification threshold values. TPR is the same as recall (or sensitivity), 
whereas TNR defined as T N

T N+F P , also known as specificity, measures the proportion of actual negatives that 
are correctly identified by the model. The AUC provides a single measure of overall performance based on ROC 
curves, with values ranging from 0 to 1 and a higher AUC indicates a better-performing model.

Feature importance metrics
Two feature importance measures are used in this work, namely: the Gini index and SHAP values in our analysis. 
For a given dataset S and classes C1, C2, · · · , Ck , the Gini index is defined as Gini(S) = 1 −

∑k

i=1 p2
i , where 

pi is the proportion of class Ci in the dataset S. For tree-based models, each node in the tree splits the data into 
two subsets, S1 and S2, based on certain values for a feature. Then, the correspondent Gini index for this split 
is the weighted average of the Gini indices of these subsets, Ginisplit(S) = |S1|

|S| Gini(S1) + |S2|
|S| Gini(S2). 

A higher reduction of impurity means that the feature can split the node better, thus indicating higher feature 
importance. SHAP (Shapley Additive exPlanations), on the other hand, quantifies the contribution of each 
feature in a predictive model to the overall prediction49. It is rooted in cooperative game theory, where it is used 
to determine the fair distribution of payoffs among players. Each feature of the dataset is treated as a “player” and 
the “payoff ” is the improvement in the prediction error contributed by including the feature in the model. The 
Shapley value for feature i in a model f  is defined as ϕi(f) =

∑
S⊆N\{i}

|S|! (|N|−|S|−1)!
|N|! (f(S ∪ {i}) − f(S))

, where N  is the set of all features. S is a subset of features excluding i. f(S) is the prediction model evaluated 
with features in S. The formula calculates the average marginal contribution of feature i across all possible 
combinations of other features in the model. This value helps in understanding how the presence or absence of 
a feature affects the prediction outcome.

Data availability
Data and codes to reproduce the results in this research are freely available at  h t t p s : / / g i t h u b . c o m / J i a x i a n g - J / N 
A R W     .  
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